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The fonnal solutions of inverse scattering problems presented in Paper I [J. Math. Phys. 10, 1819 (l969)J 
are shown here to converge in certain cases of potential scattering for sufficiently weak potentials, and in 
certain cases of refractive scattering for sufficiently weak variations in the index of refraction. The solutions 
for the cases of boundary scattering, on the other hand, are not likely to converge, because there is no way 
to make the effect of the boundary sufficiently weak. 

INTRODUCTION 

In Part I of this series,' formal solutions of certain 
inverse scattering problems were developed from a 
procedure suggested by Jost and Kohn2 and developed 
by Moses. 3 In this paper it is shown that these formal 
solutions do in fact converge to give true solutions for 
some of these problems, and that in these cases the 
true solution is actually given by a constructive itera­
tion procedure suitable for numerical computation. In 
each case the convergence requires that the disturbance 
caUSing the scattering be sufficiently weak that the 
direct scattering problem admit an iterative solution. 
This direct solution is then inverted to give the inverse 
solution. 

As in Part I, three classes of problems are consid­
ered separately: problems of potential scattering, re­
fractive scattering, and boundary scattering. 

POTENTIAL SCATTERING 

The scattering of a quantum mechanical wave function 
rp(x,k) from a fixed potential V(x) is governed by the 
time-independent Schrodinger equation 

(1 ) 

The solUtion, which is to consist of an ingoing plane 
wave plus an outgoing scattered wave, may be expressed 
as 

f 
eilkll~'YI 

rp(x, k) = eit. x + 41T1 x _ y I V(y)rp(y, k)dy. 

As I x I - 00 the behavior of rp(x, k) is given by 
ellkllxl 

rp(x,k)_e ib + 4Jrlxl T(k',k)+O(I/lxI 2
). 

Here k'=(lkl/lxl)x, and T(k',k) is given by 

T(k',k) =.f e'it"Y V(y)rp(y,k) dy. 

(2) 

(3) 

(4) 

Thus T(k',k) contains the scattering data. An iterative 
solution for T(k', k) is obtained by first solving (2) for 
rp(x, k) and then substituting the result in (4): 

T(k', k) = ! e'ik"YV(y) e ik •Y dy 

If eilkllY,'Y21 
+ e-ik"Y, V(y ) V(Y2) 

, 41Tly, -Y21 
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(5 ) 

If Fourier transforms are taken throughout, then 

T(k' k)= V(k' -k) +f V(k' -k") 1 V(k" -k)dk" • k ,,2 _ k 2 + iO . 

+ ... +f ... J V(k' -k") 1 
k"2 _ k 2 +iO 

x V(k" - k''')··· V(k(n) _k)dk 1n ) ••• dk" +. .. (6) 

or, more formally, 

T= V + V(rV) + V(rV(rV») + ... , (7) 

where rv is the kernel 

(8) 

Now it is known that this formal solution (6) of the 
direct problem converges provided that the potential V 
is sufficiently weak. 4 To see this, we define a (well­
behaved) class of integral kernels K(k', k), together with 
a norm II II for this class, such that the class is com­
plete in this norm, and if K and M are in the class, then 

IIKII I!MII <00 (9) 

and 

IIK(rM)1I ~ IIKII I!MII, (10) 

where 

(K(r M)(k', k») = J K(k' ,k")(k"2 - k 2 +iO)" M(k", k)dk" . 

(11) 

It is plain that if the kernel V(k' -k) is in this class, 
and if 

IIVII <1, 

then the kernel T(k', k) is also in this class and the 
series (6) converges to T in norm. 

(12) 

There are several ways of defining such a norm. One 
way was originally given by K.O. Friedrichs in his 
study of the direct problem, 4 and for this reason these 
classes are sometimes called Friedrichs classes with 
Friedrichs norms; we summarize his results in the 
AppendiX. 

For the solution of the inverse problem we have only 
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to invert Eq. (6). Suppose first that we know the back­
scattering data T(-k,k) for all values of k. Then we 
proceed as follows: We put k' equal to -k, replace 
T(-k,k) by ET(-k,k) and V(k) by L:.l E"'V",(k), and sub­
stitute into (6). Then we equate the coefficients of E"'. 
The result is 

T(-k,k)= V1(-k -k)= V1(-2k), m = 1, 
m 

0=V",(-2k)+6 L (13) 
i",Z T

1
+"'+T i =1n 

Now we put 
ro 

W = W(Z) =L J",z'" 
",-1 

and observe that, because of (20), 

W(Z) -J1z=1/[l -w(z)]-l -w(z) 

=w2 (z)/[1 -w(z)], 

(21) 

(22) 

(23) 

f ··· f V (-k _k")(k"2 +k2 +iO)-1 V (k" -k")··· 
'1 r 2 or 

x V (k(il -k)dk(i) .. ·dk" 1 
r

i 
' m> . 

Hence if we put 

T1(k',k)= T(k', k), 

VI(-2k)= TI(-k,k), m = 1, 

T (k' k)= -6 L V (rV .. , (rv ) .. ')(k' k) m' 1",2 T i ,. i"2 r i " 

Vm(-2k)=T",(-k,k), m >1, 

then 
ro 

V'(-2k)=6 Vm(-2k). 
",·1 

(14) 

(15) 

Equation (14) gives a potential V'(-2k) in terms of the 
backscattering data T( - k, k) and thus provides a formal 
solution of the inverse potential problem. It remains 
to show that if V is sufficiently weak, i. e., if the 
Friedrichs norm of V is sufficiently small, then the 
series (15) actually converges to V' and that V' actually 
reproduces the backscattering data. 

In order to do so, we must first verify that the 
Friedrichs norms have the following property. If K is 
any kernel of the Friedrichs class and M is derived 
from K by the following formula, 

M(k/,k) =K«k -k')/2, (k' -k)/2), (16) 

then the Friedrichs norms of M and K are related by 

IIMII.;IIKII. (17) 

The verification of (16) is included in the Appendix for 
the norms defined there. 

Now if V(k' -k) belongs to the FriedrichS class, with 
I! VI! <1, we know from (7) that T(k',k) also belongs to 
the FriedrichS class, and 

I!TII.; t IIVW = II VII 
k=1 1 -I! vii 

(18) 

Now from (14), (16), and (17) it follows that VI also 
belongs to the Friedrichs class and 11V111.; II Til. Hence 
so does V"'. and 

m 

IIV",II.;IIT",II=6 IlVr 11···llVr [I. 
i=2 1 i 

(19 ) 

NOW, following Jost and Kohn, 2 we put 

J1=IIVIII, 
(20) 

then we see from (19) that 
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J1Z=w _w2 /(1 -w). 

Hence, if we solve (24) for w, 

w={(l + J1z)± [(1 +J,z)2-8J1 zY/2}/4, 

then we see that, as a function of z, w is analytic at 
Z = 0 and out to the nearest singularity, where 

(24) 

(25) 

(1 +J,Z)2 - 8J1 z = 0 (26) 

or where 

J,z=3-2,,'2=0.172. (27) 

Hence, if J 1 <0.172, then the series (22) for w(z) con­
verges for I z I.; 1, and it follows from (21) that the 
series (15) for V' converges in the Friedrichs norm. 

It remains to show that the sum of this series repro­
duces the backscattering data, i. e., that the sum satis­
fies Eq. (6). But, if we put 

N 

VN=6V 
m=l m 

and 

TN = VN + yN(rvN) + vN(rVN(rvN») +. " , 

then we find 

sup I T(-k,k) - TN(-k,k)1 
t 

~ ", 

(28) 

(29) 

.; sup I l' 
k m:7r+l ~ r,+.~+ri='" v ri (rvr2 ••• (rvri ) -) (-k,k) I 

ro 

.; 1, 
m:;;:/I+l 

ro 

t".:tS.N , 

.; 6 J m - 0 as N - ao. 
m<rN+l 

(30) 

It follows that if one starts with the backscattering 
data T( - k, k) and constructs a potential V I according to 
(14) and (15), and then reconstructs the backscattering 
data from (6), one recovers T(-k,k). 

There is no guarantee, in general, that the potential 
V' so constructed will reproduce the rest of the T 
matrix, i. e., there is no guarantee that TN (k' , k) 
- T(k',k) for k /* -k, or that I!T - TNII_ 0 as N- 00. 

Consequently, there is no gaurantee, in general, that 
the potential V' so constructed will coinCide with the 
original potential V of the problem. In fact, it follows 
from (7) that 

(31) 

so that, as kernels, 
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T(l + rTt1 = V. (32) 

Now clearly, if V':::= V, then V' will reproduce the entire 
T matrix through (7); and conversely, if V' does repro­
duce the entire T matrix, then V' = V through (32). We 
know that V' = V in the case of radial potentials through 
the Gel'fand-Levitan theory, but we can say nothing 
more in the general case. 

If instead of the backscattering data T(-k,k) for all 
k we are given the fixed aspect data T(k', k) for fixed 
aspect angle k/lkl and all energies Ik'l = Ikl and 
scattering angles k' / I k' I, then we modify the inversion 
procedure as follows. 3 We put 

(33) 

This determines Vm only in the half-space h· k <0. But, 
if V(x) is to be real, then we must have V(-k) = V(k). 
Hence we must supplement (33) with 

Vm(-2h)= Vm(2h). 

The rest of the argument goes through as before. 

A similar modification works if we are given fixed 
scattering angle data T(k',k) for fixed k'/Ikl, all Ikl 
= I k' I and all aspects k/ I k I. The roles of k and k' are 
now interchanged, and (33) determines Vm(2h) only in 
the half-space h· k' > 0, while (34) determines Vm(2h) 
in the other half-space. Otherwise the result is the same 
as before. 

We are not able to prove, however, that the potentials 
constructed from the three kinds of data described 
above agree with the original potential or with each 
other! 

REFRACTIVE SCATTERING 

The scattering of an acoustic wave function cp(x,k) 
from a variable index of refraction n(x) is governed by 
the wave equation 

(V2 + k2n(x») cp(x, k) :::= O. 

If we put W(x) = 1 - n(x), then (34) becomes 

(v2 + k2)cp(X, k) = k2W(x)cp(x, k). 

This equation resembles (1) with V(x) replaced by 
k 2W(x). Again we seek a solution of the form . f ellkllx-YI 

cp(x k)=e,t·z+ k2W(y)cp(y,k)dy. 
, 41Tlx-yl 

Again as I X 1- 00, we have 

elltllxl ( 1 ) 
cp(x,k)-e lt. x+ 41Tlxl T(k',k) +0 Ixl2 ' 

where now 

(34) 

(35) 

(36) 

(37) 

(38) 

Here we may substitute the solution of (36) for cp(y, k) 
and obtain the analog of (6), 

T(k', k) = k2W(k' - k) 

+ J k2W(k' _k")(k,,2 _k2 +iO)-lk2W(k" -k)dk" 

(39) 

or the analog of (7), 
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T=k2[W + W(~W) + W(~W(~W») + .•. ], (40) 

where now we have put 

(AK)(k',k)=(k,2 _k2 +iO)-lk2K(k',k) 

=(k,2 _k2 +iO)-lk,2 K(k',k) -K(k',k). (41) 

It follows that we can reproduce our results for 
potential scattering word for word as soon as we define 
a Friedrichs class and Friedrichs norm appropriate 
for ~ instead of r; i. e., instead of (10) we must now 
have 

I IKAM II "" IIKIIIIMII. (42) 

The proof that this can also be done is sketched in the 
Appendix. 

In terms of the new Friedrichs norm we see that the 
series (40) for T converges to T provided that W lies in 
the Friedrichs class and IIWII <1. In this case we may 
define the inversion procedure as follows. 

If we are given the backscattering data T(-k,k) for 
all k, then we set 

TJ(k', k) = T(k', k), 

k2W1(-2k)=T1(-k,k), (43) 

T (k' k)=-I= L: W (AW • .. (~W )· .. )(k' k) 
m' i=3,. . r 1 r 2 T 1 " , 

and 
~ 

k2 W'(_2k)= 6 k 2 W",(-2k). 
m=l 

(44) 

Then the proof of the convergence of (44) to an index of 
refraction which reproduces the backscattering data is 
exactly the same as for the case of potential scattering 
given above and holds under exactly the same condi­
tions. Similar results hold in the cases of fixed aspect 
angle data and fixed scattering angle data. 

BOUNDARY SCATTERING 

The scattering of an acoustic wavefunction cp(k, x) 
from an acoustically soft boundary is governed by the 
wave equation with Dirichlet boundary condition 

(v2 +k2)cp(x,k)=0, xER', 

cp(x,k):::=O, xEoR', 
(45) 

Here R' is the exterior of a compact region R in E3 with 
smooth boundary oR. Again the solution may be ex­
pressed in the form 

f elltllz-YI a 
cp(x,k)=e lt. z +2 4 I _ I -;-::T.:\ cp(y,k)dy. (46) 

aR 1T X Y on'YJ 

Here a/an(y) denotes the exterior normal derivative on 
the boundary, and the integration is taken over the 
boundary. As I X I - 00 

elltllzl ( 1 ) 
cp(x,k)- e 1t

·
z + 41T1 xl T(k', k) + 0 Tij2 , (47) 

where now 

(48) 
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Solving (46) formally for cp(Y,k) and substituting in (48), 
we find 

T(k' k) ==2 f e-ik"Y_O_ e ik' Y dy 
, aR on(y) 

+4 e-,k"Y1 -- ----ff ' 0 eiltIIY'-Y21 

on(Yl) 47TIYI-Y21 

o ik'Y X--e 2dy dy + .... on(yJ 2 1 
(49) 

This may be written in terms of the characteristic func­
tion XR(x) of R 

{

1, xERUoR, 
XR(x) 

0, xER ' 

and volume integrals 

T(k"k)=2f e-ik'.y 'ilXR(y)· 'ileik'Ydy 
E3 

+4ff e-ik"Y'ilXR(y)·'ileilkIIYI-Y21 

• E3 47T1 Yl -Y2 1 

(50) 

X'ilXR(Y2)' 'il eik'Y2dY2dYI +... . (51) 

If Fourier transforms are taken throughout, then 

T(k',k) ==2XR(k' -k)(k' -k)·k 

+4 I XR(k' -k")(k' -k") 'k"(k"2 _k2 +iOtl 

. XR(k" -k)(k" -k)·kdk"···, (52) 

or formally 

T=Z(rZ) +Z(rZ(rZ») +"', 

where 

Z(k',k) =2XR(k' -k)(k' -k)·k 

and r is given by (8) as before. 

(53) 

(54) 

Thus the series (53) will converge to T as soon as the 
kernel Z belongs to a Friedrichs class with Friedrichs 
norm Ilzll <1. If this were the case, then (53) could be 
inverted by the same procedure used to invert (7) above. 
In fact, it suffices to find a norm for which IIZII <00. To 
see this, recall that, under the dilation X- aX, k- a-Ik, 
the characteristic function XR (k) - XaR(k) = a-I XR(ak) 
and hence Z(k',k)= ZR(k',k)=aZR(ak',ak). 5 Thus, if 
IIzRII <00 and if a is sufficiently small, then IIZaRI! <1 
and the series (53) converges. The inversion procedure 
would then give Z aR' and from this aR, and hence R, 
could be recovered 0 

Unfortunately, we have been unable to find a Fried­
richs norm for which IIZRI! <00 for any choice of region 
R. The difficulty lies in the fact that the discontinuity 
of XR(x) at the boundary ensures that Z(k',k) will not 
die out for large k, even for the smoothest of bounda­
ries, and it follows that Z will belong to none of the 
usual Friedrichs classes. 

Moreover, we know that the solution of the direct 
boundary scattering problem considered here is a limit 
of a sequence of solutions of direct potential scattering 
problems whose potentials Vn have increasing Fried­
richs norm: IIVnl1 t 00. 5 Thus it seems unlikely that the 
Jost and Kohn inversion procedure presented here can 

1778 J. Math. Phys., Vol. 17, No. 10, October 1976 

be used in any but a formal way for boundary scattering 
problems. 

APPENDIX: FRIEDRICHS CLASSES 

We briefly summarize here the essential features of 
those classes of integral kernels first introduced by 
Friedrichs in his studies of the direct potential scatter­
ing problems. 4 We shall deal here only with kernels in 
three dimensions. 6,7 

Let K(k', k) be an integral kernel defined for k', k 
E R 3

, and let 0 < e and 0,; J.L ,; 1 be positive numbers. 
We say that K has decay of order e at 00 if 

IK(k',k)1 <C(l+lk'-klte 

and smoothness of order J.L locally if 

IK(k' +h',k +h) -K(k, h) I 

<C(l + Ik' -kl )-8 (I h'I" + Ihl "). 

These bounds are to hold for all h', k' , h, k E 1R3 with 
Ih/l,;l,lhl,;!, 

(AI) 

(A2) 

Let K( e, u) be the Friedricks class of all integral 
kernels with decay of order e and smoothness or order 
J.L. For each member K of this class we define the 
Friedrichs norm 

IIKlle,u= asup {[I +(k' _k)]-B 
k' k 

Ih'l<l, Ihl<l . 

(I
K(k' k) I (K(k' +h',k +h) -K(k"k)))} 

,+ Ih'I" + Ihl" ' 

(A3) 
where a is a constant to be chosen below. 

With these definitions it is then an arduous but 
straightforward task to show that K is a linear space 
which is complete in this norm. 

Moreover, if K and M are any two members of K and 
if we define rM by 

(rM)(k' ,k) = (k'2 _k2 +iOtl M(k', k), (A4) 

then r M is a Singular kernel not in K; but, if 0 < J.L < 1 
and 1 < e, then the composition K(rM) is again in K and 

IIKrMII,; b IIK!IIIMII (A5) 

for some choice of constant b depending only on iJ. and 
e. This result is essentially a consequence of the 
Privalov lemmas. 6 

If we now choose a in (A3) so that a = b-1
, then we 

arrive at (10), provided 1 <e, 0 <J.L <1. 

Finally, we note that if M is derived from K by the 
relation 

M(k',k) =K«k' -k)/2, (k -k')/2) (A6) 

then it is clear from (A3) that IIMlI,; IIKII. and so (17) 
holds. 

For refractive scattering we must replace rM by 
AM, defined by 
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AM(k' ,k) = (k,2 _k2 +iO)-lk2 M(k' ,k) 

=(k,2_k2 +iO)-lk,2M(k',k) +M(k',k). (A7) 

Again AM is a singular kernel not in K, but now if 
0<1.1. <1 and t <8, then the composition K(AM) is 
again in K, and 

I!KAMII ~ cliKl1 !IMII (A8) 

for some constant c depending only on 1.1. and 8. The 
proof is an obvious modification of that of (A5). If we 
now choose a in (A3) so that a = c -1 then we arrive at 
(42), as required, provided 0 < /l < 1, t < 8. 
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Two new notions are introduced as tools for the study of representations of finite groups .. First. in the 
spirit of duality. a basis set of class orientated characters is shown to possess nice properties with respect to 
induction and subduction. which lead to simple proofs of some well·known theorems. Secondly. as a useful 
device in constructive representation theory. a study is made of the subrepresentations which often 
naturally occur when a representation is induced from a subgroup to a supergroup. 

1. INTRODUCTION 

In this paper we explore two areas of representation 
theory which have been of interest to applied group the­
orists, namely duality for finite groups and the construc­
tion of group representations by induction from 
subgroups. 

Duality theory is seen to best advantage in the case 
of the symmetric groups, these being remarkable among. 
finite groups for many reasons, but in particular for 
the natural correspondence which exists between their 
conjugacy classes and their unitary irreducible repre­
sentations (Uill's). The correspondence is achieved by 
labelling the elements of both sets by Young diagrams. 
It has proved to be of considerable calculational value. 
Unfortunately, no such explicit relationship has yet been 
found for arbitrary finite groups, but, nevertheless, 
there is a certain duality between the algebra of classes 
and the algebra of representations which has yielded 
many new and interesting results (see Refs, 1-7L 
Typically in duality theory, by the replacement of sim­
ple characters by suitably normalized class sums, a 
representation-theoretic formula is transformed into 
a class-theoretic formula whose validity, though not 
guaranteed, is often the case, 

In the first three sections of this paper we develop a 
new relationship between classes and characters by in­
troducing the notion of a lonely character, This is de­
fined as follows: If C i denotes the ith conjugacy class 
of the finite group G, then the ith lonely character is 
the class function Xi which takes the integer value I G I / 
I C i I on the elements of the class C i and the value zero 
elsewhere. This definition and terminology is due to 
C. J. Bradley. We show that these class functions pos­
sess very simple properties with respect to the opera­
tions of inducing and restricting, which give rise to 
trivial proofs of the Frobenius reciprocity theorem, the 
permanence theorem and its inverse, the latter involving 
Robinson's inverse restriction operation. 

In the last two sections we introduce the concept of 
partial induction, for which the basic obj ects are a finite 
group G and a representation D of a subgroup H. The 
operation of inducing D to obtain a representation of G 
is well defined, However, it frequently occurs in con­
crete examples that the carrier space V of D is con-
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tained in a larger space W which is invariant under G. 
Then it is possible to lift D to the largest subgroup K? H 
of G which maps V into itself, before inducing up to G. 
It turns outs that the resulting partially induced repre­
sentation is a subrepresentation of D induced to G. 
Hence partial induction lies somewhere between lifting 
and full induction. We find that this concept allows us 
to rederive rather simply an important formula on outer 
products for symmetric groups and also a key result in 
little group theory for finite groups, hinting at its power 
in constructive representation theory. 

In this paper we use the following notation: X~ is the 
value of the Mth simple character X" on the ith class 
C I, and X} is the value of the ith lonely character on C}. 
We distinguish between XI and X(C I), the latter having 
value I C i I Xi' regarding the character X as a linear func­
tional on the module structure of the group algebra of 
G. The symbols R and I placed before a character indi­
cate the operations of restricting and inducing, respec­
tively. It is usually obvious from context which groups 
are involved. Also, where it is well defined, R-1 de­
notes the inverse of restricting as defined by Robinson. 

2. LONELY CHARACTERS 

The ith lonely character Xi can be more compactly 
defined to be that class function whose value on the jth 
conjugacy class is 

(2,1) 

where 6ij is the Kronecker delta. It easily follows that 

X'" = (1/ I G I ) 2.,; I C i I X~ X I . (2,2) 
i 

We recall from Ref. 8 that the set of complex-valued 
class functions, of which Xl and X'" are elements, form 
a ring C{G) under pointwise addition and multiplication, 
It is clear from the definition that XiX} ={IGI/IC l lx i 61}; 

hence, the lonely characters form a set of orthogonal 
essential idempotents within C{G). We also know that 
C{G) is a vector space over the complex numbers and 
possesses an inner product ( , ) defined by (¢, </J) = (1/ 
I G I) 2:

KE
G ¢(g)</J{g), Equation (2. 2) is a particular case 

of the statement that the lonely characters form a basis 
for C{G), and in particular we find 
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TABLE r. In row 1 an entry gives a class label and the size of 
the corresponding class. 

x" 
[3] 1 

[2,1] 2 

[1 3] 

1 

o 
-1 

1 

-1 

using the orthogonality properties of the X" with respect 
to the inner product. The latter property is also pos­
sessed by the lonely characters, for we find 

(Xl, xj) = (III G I)L Xl (g)xi(g) =( I G I/lc l 1)C>ii" (204) 
KEG 

From an algebraic point of view it would seem that 
lonely characters are much easier to handle than simple 
characters, yet contain as much information. Of course, 
they have the disadvantage of not being associated di­
rectly with representations. 

We now consider an example. The ordinary character 
table of the permutation group S3 is displayed in Table 
I, where the rows and columns are labelled by simple 
characters and conjugacy classes, respectively. Ac­
cording to definition the lonely character table is the 
sparse array of numbers in Table 110 We quickly verify 

3 
Eq. (2.3) by directly computing X<1 ) = [3] + 2[2,1] + [1 3], 

X(2·1>==[3)_[13 ], X(3)=[3]-[2,IJ+[13J. In this case, 
since S3 has a real ordinary character table, the linear 
combinations of the simple characters required to form 
the lonely characters are obtained by reading the col­
umns of Table 1. The orthogonality of the rows of Table 
II is obvious. We note that, in the case of S3 (generally 
Sn), the lonely characters are examples of generalized 
characters, that is, integral linear combinations of sim­
ple characters. Such characters are of great importance 
in group theory (see, for example, Ref. 8) 

We have formed the lonely character table of G by 
taking linear combinations of the rows of its table of 
simple characters leaving unchanged the column labels, 
the classes. In the spirit of duality the same array of 
numbers can be formed by evaluating the simple cha­
racters on certain linear combinations of the classes. 
Define the flth lonely class 

C" =6xiCi> (2.5) 
I 

this being a member of the group algebra A(G), where 
C/=L;CIEcIC/, ThenxV(C,.)=IGlo,.v, t~eanalogof(2.1), 
since the latter can be rewritten as X'(C j )= IGlo lj • In 
our example we see that C(3)= (13) + (2,1) + (3), CC2,1l 
=2(13)-(3), C[l3)=(13)-(2,1)+(3). We also note the 
relations 

(2.6) 

We have seen that the two processes of replacing sim­
ple characters by lonely characters and replacing ordi­
nary classes by lonely classes independently lead to the 
lonely character table. Equation (2.6) shows that if these 

1781 J. Math. Phys., Vol. 17, No.1 0, October 1976 

two processes are carried out simultaneously, apart 
from the factor I G I, we produce the complex conjugate 
of the ordinary character table. 

The quantity C" which we have defined occurs natural­
ly in another context, namely in the analysis of the 
regular representation of a group. Indeed, in Ref. 8, 
it is shown that the rational multiple (d" I I G I )C,., d,. 
= dimx", is the uniquely determined central idempotent 
in A(G) which generates the two-sided "ideal affording 
the d" copies of the UIR associated with X" in the regular 
representation of G. 

All of these results have projective analogs, once we 
recall (Ref. 9) that any projective representation can be 
so adjusted that its trace function becomes a class func­
tion. Thus the lonely characters can also be used as a 
basis set for expanding projective characters. 

3. INDUCING AND RESTRICTING 

In this section we prove that an induced lonely cha­
racter is a lonely character and that the restriction of 
a lonely character of G to a subgroup H is an integral 
sum of lonely characters of H. First we need some ele­
mentary definitions and results. 

If Ci is the ith class of G, then C j n H is a disjoint 
union of whole classes of H, written U",C i ,,,,, Let c/,a 

ECi ,,,, be fixed once and for all. Then HI,,,, ={gE G: 
g-lCi,,,,gE C1 ,,,,} consists of whole cosets of H in G and 
is a subgroup if H is normal in G. Define t? I.'" 
={gE G: g-lC;,,,,!= ciIl",}, then l·t\", , a subgroup of the 
set H,. "" contaIns Nt'" =tffl '" II H and, moreover, IHI a< I 

I G I I II 

x INf,,,, I = I C;,O/ I IN;,,,, I. Then we may prove 

Theorem 1: Let H be a subgroup of G and let Xi, Xi,,,, 
be lonely characters corresponding to the conjugacy 
classes C/o C i ", of G, H, respectively, where Ci nH 
==U",Ci,O/' The~J(xi·"')=X\ for all a. 

Proof: If gE G, then by the definition of an induced 
character (ReL 10) 

where xl:~ = I HI! I C;.", I and 7)1 ,a< (g) is the number of 
coset representatives of H in G which conjugate g into 
Ci "" Clearly 7); a< (g) is zero if griC i and is equal to 
17i ~ == IH; ex I/IH'I if gEC;. Hence , , 

J( i,a) =~x I Hi,,,, I x.l..Sl i 
x IC. I IHI IGl x . 

"a< 

But I Hi ,a< I = I C I ,ex I I N<;' ,a< I and I Nf '''' I = I G I I I C I I, giving 
1(X I '''')=X I

, as required. 

TABLE II. 

Ci 
(1 ~) (2, I) (3) 

Xi 

X(l") 6 0 0 

X(2,l ) 0 2 0 

X(3) 0 0 3 
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Theorem 2: Using the notation of Theorem 1 and its 
proof, we have 

(3.1) 

where °1 = 0 if CI n H is empty but is unity otherwise. 

Proof: Clearly R(XI) is zero if CI n H is empty. So 
assume that C I n H is not empty; then Xl takes the value 
I G I I I C I I on each element of C I,"" for every a, but is 
zero outside C I • Thus we have 

R( i)="J.Qlx~ I,a 
X ~ICII IHI X 

as required 

Corollary: If H is a normal subgroup of G, 1)1,a is 
independent of a and therefore can be denoted 1)1' Then 
we have 

R(XI) = °11)1 £Xl,a. 
a 

We now give two applications of lonely characters. 

Frobenius reciprocity theorem: Let H be a subgroup 
of G and let 8, IjJ be characters of H, G, respectively. 
Then 

(3.2) 

where < , )G' < , )H denote the usual inner products on 
C(G), C(H), respectively. 

Proof: By using the bilinearity of the inner products, 
it is clear that the validity of (3. 2) can be tested by 
letting 8, IjJ run over basis sets in C(H), C(G), respec­
tively. For example the lonely characters will do. So 
take 8=X i ,a and IjJ=Xi . Then 

<I(XI,a), Xj)G=<XI,xj)G=(IGI/ICII)olj' 

using Theorem 1 and (2.4). Also 

using the numerical relationships noted prior to and 
during the proof of Theorem 1. 

Permanence theorem: Let H be a subgroup of G, and 
let 8, IjJ be characters of H, G, respectively. Then 

(3.3) 

Proof: It suffices to check the relationship (3.3) on 
the set of lonely characters, so take 8 = Xl ,a and IjJ = xj. 
Then 

I(XI,a)Xj = XiXj = (I G I II c/ I )O/iX/, 

using Theorem 1 and the multipication formula for lonely 
characters. Now consider X/,aR(X

j
). Evidently, if i#j, 
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this vanishes on H, but for j = i, R(X i
) is nonzero on the 

set C I n H containing C i ,a, and assumes the value I G I / 
I CII there. So Xl,a R(Xj

) = (I G I II Ci I )OIJXI,a, and the 
theorem follows on application of Theorem 1. 

In a sense we can think of the above two theorems as 
being self-dual, for our proofs are essentially class­
theoretic to contrast with the usual proofs (see Ref, 10) 
which are representation-theoretic. 

In the next section we consider the application of 
lonely characters to Robinson's work (Refs. 4, 11) on 
the inverse restriction operation. 

4. INVERSE RESTRICTION 

In connection with the representation theory of the 
symmetric group, Robinson (Ref. 11) considers the 
validity of the equation I(XA) =I(X)A', where X, A are cha­
racters of a subgroup H of G and A' is a character of G 
such that R(A') = A. First we investigate the conditions 
under which R(A') = A has at least one solution A' for 
every character A or equivalently for every lonely 
character. Choose A=XI,a and A'=L,jrjxJ, then the con­
dition R(A') = A becomes 

l.) Ojrj 1)j,eXj ,e =Xi,a. 
j ,e 

(4.1) 

Clearly rj is arbitrary if OJ = 0 and is zero if OJ = 1 and 
i *- j. Weare left with the equation 

which only makes sense if r i 1)i,e = cae. But every 1)1,Il 

is nonzero, so that (4.1) only has a solution if C / n H is 
a single class of H. 

Before stating a theorem it is convenient to relabel 
the classes of G so that for i = 1, 2, ... , r we have C in H 
*-{O} and for i>r, ClnH={O}. Also, if ClnH is a single 
class of H, then the label a used previously is redundant 
and for example we can replace 1)1,a by 1)i' Then we have 

Theorem 3: Let A run over the characters of the sub­
group H of G. Then the equation R(A') = A has a solution 
A' which is a character of G, for every A, if and only if 
no class of G contains more than one class of H (non­
splitting property). When this holds, we may write the 
solution for lonely characters as 

(4.2) 

for i = 1, 2, ... ,r, where the complex numbers Yik are 
arbitrary. Furthermore, I(XA) =I(X)W1 (A) for all cha­
racters X, A of H if and only if the nonsplitting property 
holds. 

Proof: This is trivial using lonely characters. 

In stating the theorem and, in particular, in writing 
(4.2) we have committed an abuse of notation, since the 
operator R-1 , even when it exists, is not unique. In fact, 
the solutions of R(A') = xk form a hyperplane passing 
through the principal solution Wl(X~) = (l/1)llxb. How­
ever, since the induced character I(xl only takes non­
zero values on the first r classes we could replace 
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R"1(.\) by the principal solution in the result I(X'\) 
= I(X)W1(.\). 

Although the nonsplitting property is, in general, a 
strong property to impose on a subgroup H of G, pairs 
of symmetric groups do possess it. Indeed for such 
groups the principal solutions for lonely characters are 

where (11) denotes a class of 5n_m• Also it is possible to 
apply R-1 by stages through a chain of subgroups. For 
the pair of groups (53,54 ) we find (non-principal) solu­
tions for the simple characters X [" 1 as R-1 (l31) = x[41, 
R-1(X[2,11)=X[22 1, R-1(X[1 31)=X[1

41, by inspection of the 
character tables. In general, however, inverse restric­
tion does not yield an irreducible character from an 
irreducible character. We find from branching rules 
that if [11]=[111' 112,"" I1t] labels a UIR of 5n_1 then the 
hyperplane R-1(x[" 1) contains an irreducible character 
of 5n if and only if 111 = 112 = ... = I1r_l = I1r + 1, for some 
Y"" n and all other 11 's are zero. Then the solution set 
contains X[" 1'" 2'· .. '''r_l'''r+1 1. 

We now consider some rather different ideas connect­
ed with induced representations. 

5. PARTIAL INDUCTION 

We begin by recalling the inducing construction for 
finite groups. Let D be a representation of the subgroup 
H of G and let its carrier space V have basis {¢r: r 
= 1, 2, ... , d}. Let G = U crPcrH be a left coset decomposi­
tion of G relative to H. Now, for each a, let Vcr denote 
the vector space with basis {Pcr¢r: r= 1,2, ... , d}, where 
Po is regarded as a label. Then the spaces Vcr are con­
sidered distinct and the induced representation leD) acts 
on ti'cr Vo in the following way: Suppose p:;.lgp-r = h E H, for 
gc G, then 

d 

g(P-r¢r) =py(h¢r) =~ (py¢t)D(h)tr' (5.1) 
t =1 

Now we said that Po is merely a label to distinguish 
the space Vo from other such spaces, but it may well 
happen, for example, if V is a space of wavefunctions 
or physical tensors, that each Po has a definite action 
on V within some larger space W~so that Vo already 
has a meaning within W. When this happens, we clearly 
obtain a representation of G by letting G generate from 
V an invariant subspace of W. This subspace is the lin­
ear span of the vectors {Pcr¢r}, which are now not neces­
sarily independent, Indeed one might make precisely 
this construction if one misunderstood the induction pro­
cedure, for in the latter case one must consider as dis­
tinct the spaces Vo and V even when they appear identical 
We show now how these ideas lead to the notion of par­
tial induction with a consequent partial reduction of 
leD). 

Define A ={a E G: Va = V}, then A is clearly a subgroup 
of G containing H. Let A = U ~=1 aiH be a left coset decom­
position of A relative to H. For each i, i = 1, 2, ... , t, 
we have Vai = V and so there exists a matrix Ai such 
that 

d 

ai¢r=L ¢s(Ai)sr. (5.2) 
s=l 
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Let (¢ I denote the row vector (¢1' ¢2' ... , ¢a) then 
(5.2) becomes 

a/¢ I =(¢ IA/. (5.3) 

Hence if we only consider the group action, a/¢ IAjl 
=(¢ J is independent of the particular choice of i. This 
would not be true for the action of the induced 
representation. 

Now consider the above from the point of view of the 
inducing construction where only H is allowed to act 
on the ¢'s and the spaces labelled by different coset 
representatives are distinct. Define (¢ J i = a/(¢ JAil, 
then if ala j = amh, where hE H, we have 

(5.4) 

For the group action, since (¢ I j = (¢ 1m = < ¢ I, we could 
have written simply 

(5.5) 

hence comparing (5.4), (5.5), we see that alaj =amh 

implies AiAj =AmD(h). This is not the quickest deriva­
tion, but it brings out the differences between the two 
actions. 

Keeping the spaces < ¢ 11, (¢ 12, ... , (¢ I t distinct, we 
now show that they form a basis for a representation of 
the symmetric group St. Let b EA; then, if bal E ajH, 

(5.6) 

and in particular if b = amh, where hE H, we have B(b) 

is equal to AmD(h) and is independent of i,j. The action 
of A on the cosets of H in A leads to a permutation re­
presentation which, as is well known, decomposes into 
the representation [t] EB [t - 1, 1] of St. Here we associate 
b EA with llb E 5t if bai E arr(b)lH. Hence, if IA(D) denotes 
D induced up to A, then IA(D) decomposes naturally as 

b -B(b)EB[t-1, 1](llb)@ B(b) (5.7) 

for bEB, where b -B(b) is the extension b. of D toA. 
Thus b.(b)=B(b)=AmD(h) for b=amh. If D is irreducible, 
then so is b.. Now consider r(b.), which is b. induced 
from A to G, and which we call the partially induced 
representation. From (5.7) and the well-known result 
on inducing by stages through intermediate subgroups 
we see that r (b.) is a subrepresentation of fJ (D). 

It should be noted that r (b.) is only identical to the re­
presentation obtained by allowing G to act on V within 
W if the vector spaces Vcr satisfy the condition: Either 
Vo= V-r or von V-r =={o} for alIa, T. In particular this 
will be true if H is a normal subgroup of G and D is a 
UIR of H, because then V and Po V are both irreducible 
H-modules and hence their intersection is either V or 
{a}. 

Another point is that in general the set {nb : b EA} 

will only give a subgroup of 51 and so the representation 
[t - 1, 1 JIS b. will split further. For example, if A 
= H ® P, the coset representatives can be chosen to form 
the group P. Then /A(D) becomes regpe; Il, where regP 
denotes the regular representation of P, which can be 
reduced into irreducibles. 

This result can be used to obtain simply a result of 
Robinson (Refs. 12-14) for the symmetric groups. Take 
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G=Smn and H=SmxSmx" ,xSm (n factors). Let [a] be 
a representation of Sm; then we consider the reduction 
of [([a]0 "'0 [a]) arising from the interchangeability 
of the n factors. In this case A = H ® S:, where S: is 
isomorphic to Sn' If IT E Sn belongs to the class 
(l a1 2a2 .•• nan), then IT* E S~ belongs to the class 
(1 ma12ma2 ••• nman). Let {I}!/ : i = 1 ... j} be a basis for the 
UIR [a] of Sm; then a basis for [a]n == [a)0 . , ·0 [aJ 
(n factors) is the set of ordered n-tuples {(l}!ll' I}!/ , • , • , I}!I ) 

2 n 

is = 1, ... ,/; S = 1, .. " n}. The action of S: on this basis 
is 

From the previous discussion 

[A([a]n) =EBfa(~0 [13]), 
a 

(5.8) 

(5.9) 

where [13] is a UIR of Sn of dimension fa and ~ is defined 
by 

(5.10) 

Robinson denoted /mn (~0 [(3]) by [a] Q [13]. It is called 
the symmetrized outer product. Thus 

l mn([ a ]n) = EB fer a] 0 [(3]. (5. 11) 
a 

6. LITTLE GROUP THEORY 

The theory of the above section also allows us to re­
derive an important aspect of little group theory in a 
very straightforward manner when the little group can 
be expressed as a semidirect product, for example, for 
symmorphic space groups. Let G, H, D be as before. 
Define the little group N ={g E G: D(g-l hg) = D(h) V hE H}. 
Suppose for simplicity that N=H®P; then 

(6.1) 

for all h EH, Pi EP. Hence PI EP. Hence Pi -Pi is a 
projective representation of P will factor system w say. 
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Now 

hPI(cp I ==PI(CP lD(PjlhPI), 

==PI(CP IPjlD(h)P;, 

by (6. 1), so that 

h(Pl(cp Ipjl) = (PI(CP IPjl)D(h), 

Pj(PI(CP Ipjl) =PiP/(CP Ipjlpi Pi 

=(Pk(CP I p,;l)w*(j, i)Pj, 

where PiPI =Pk' Let ~=IN(D); then 

~(Pjh) =PjD(h)0 regular w*-rep of P. 

(6.2) 

(6.3) 

On reducing the regular w*-rep of P to irreducibles, 
we see that we have captured an important property of 
the little group, namely that it allows for a natural re­
duction of fl (D). 
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Subdynamical systems induced from a given quantum dynamical system are studied in the framework of 
operator algebras. Sufficient conditions are shown for induced subdynamics to be Markovian. It is also 
proved that the ergodicity of states in Markovian subsystems is preserved. 

1. INTRODUCTION 

Given a quantum system L: described by some dynam­
ics (J. Let r be a subsystem of L:, we are concerned 
about the subdynamics y of r induced from a. There 
are, in general, two different types of subdynamics: 
reversible and irreversible. An interesting problem in 
the subdynamics is how to obtain an irreversible pro­
cess Y from a.given reversible process (J in the whole 
system. The conventional method employed in this prob­
lem is by means of the so-called "projection technique," 
i. e., by using an appropriate proj ection from L: onto r 
so that y is exactly the projected map of (J. For example, 
u is described by Schrodinger equation in L:, and, by 
prOjection technique, one can obtain in subsystem r 
an irreversible subdynamics y, which is controlled by 
the so-called master equation. 1 Another aspect of inter­
est in the subdynamics is the extraction of macroscopic 
subsystems from a quantum mechanical system such 
as developed in the theory of "independent 
subdynamics. ,,2 

In the present paper, we study the subdynamics in the 
framework of operator algebras, in particular, 
Markovian subdynamics induced from a reversible 
dynamical system. Some sufficient conditions are given 
so that induced subdynamics is Markovian. Then, the 
preservation of ergodicity is shown in Markovian sub­
dynamical systems. 

We begin with reversible subdynamics in the next 
section. The main purpose of this section is to show 
the connection between some well-known results in 
operator algebras and subdynamical systems. In Sec. 
3, we study Markovian subdynamics. Sufficient condi­
tions for a subsystem to be Markovian are shown (The­
orem 3.1 and Proposition 3.5). In the final section, 
Sec. 4, the preservation of the ergodicity of states in a 
Markovian subdynamical system is proved (Proposition 
4.1). 

2. SUBDYNAMICAL SYSTEMS 

A (quantum) dynamical system is a pair (M, a(m» 
conSisting of a quantum system M and dynamics Ci (lR) 
of the system. Here, M is a von Nuemann algebra acting 
on a separable Hilbert space /I, and Ci(lR) is an one­
parameter group of automorphisms {at; t E lR} of M. Let 
N be a von Neumann subalgebra of M, which represents 
a subsystem in the quantum system M. We are interest­
ed in the subdynamics of N induced from Ci (lR) in the 
following way: Let Eo be a projection of norm one from 
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M onto N, and Yt ==EOCitEO; {Yt; t E lR} and {Yt; t;:. O} are 
denoted by y(m) and y(m+) respectively; then we want to 
know whether y(IR) and y(lW) would be dynamiCS of the 
subsystem N. If they are dynamics in N, then the sub­
dynamics described by y(m) (resp. y(lW» is a rever­
sible (resp. irreversible) process. More precisely, 
the pair (N, y(R» is a (reversible) subdynamical system, 
if y(R) is an one-parameter group of automorphisms of 
N; and (N, y(R·» is a Markovian subdynamical system, 
if y(R') is an one-parameter contraction semigroup of 
N. 

We shall give some characterizations for y(lR) to be 
reversible subdynamics in this section, and Markovian 
subdynamical systems will be studied extensively in the 
.following sections. 

Notice that one crucial point for y(IR) to be dynamic 
in a subsystem N is y tOYs == Y t+s for t, s E IR. This can 
be achieved by, for instance, Eo a at == at 0 EO for all t E lR. 
In this section, we shall give necessary and sufficient 
conditions for the commutativity of EO and at. 

First, we recall a projection of norm one EO from M 
onto N has the following properties3: (i) EO(X) ==x for x 
EN, (ii) IIEo(x)11 "" IIxll for xEM, (iii) EO(x*)==EO(X)* for 
xEM, (iv) EO(X*X);:'O forxEM, (v) Eo(axb)==aEo(x)b for 
a, bEN, x E M, (vi) EO (X)* Eo(x) "" EO (x*x) for x E M. EO is a 
faithful normal projection of norm one if, in addition, 
(vii) EO(X*X)==O implies x==O for xEM, and (viii) 
sup", EO(x",) == EO (sup", x",) for each uniformly bounded di­
rected set {x",} of positive elements of M. 

Remark 2.1: We note that a projection EO of norm one 
from M onto N is necessarily positive and 2-side N­
module mapping (i. e., (iv) and (v)]; and conversely, a 
projection EO from M onto N is norm one if it is 
positive. 3 

The existence of such a projection of norm one is en­
sured from a theorem of Takesaki4• 5: Let N be a subal­
gebra of a von Neumann algebra M, and 'P a faithful 
normal state on M. Then, there is a faithful normal 
projection of norm one EO from M onto N such that 
'P 0 EO == 'P if and only if O'i (N) ==N for all t E lR, where 
{a~; t E rn}==O'IP(IR) is the modular automorphism of M 
characterized by the following conditions: for x,y EM 
there is an analytic function f on the strip D == {z E ([; 
Irnz E (0, l)}, continuous on D such that I f I is bounded 
andf(t)='P(a~(x)y), f(t+i)=='P(yui(x». EO obtained in 
this way is a conditional expectation induced by 'P. 
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In the sequal, a conditional expectation of M onto N 
will always mean a faithful normal projection of norm 
one induced by some faithful normal state on M. 

If we consider dynamical system (M, a~(JR», and Yt 
= Eoa't EO with EO a conditional expectation of M onto N, 
then (lV, y(JR» is a subdynamical system. This is due to 
the fact that y(JR) is a group of automorphisms of N. In 
fact, we have the following: 

Proposition 2.2: For all tEIR, a~o Eo=Eooa'[ 
<=> ai (N) =N. 

Therefore, there is always a subdynamical system in­
duced from the system (M, a~( 1R)) whenever there 
exists a conditional expectation of M onto N. 

The proof"<;:=>" is essentially in Ref. 6. By assump­
tion, a't (N) =N, there is a conditional expectation EO of 
M onto N. Let us consider a~t ° EO ° ai(x) = a~t(Eo[ai(x)] 
E a~t(N) for x EM, then a~t ° EO ° a'! is a faithful normal 
projection of norm one from M onto a~t(N). Moreover, 
(<poano(a~tOEOoan=<poai for all tEIR. Hence, 
a ~t 0 EO 0 a'! is a conditional expec tation of M onto a ~t (N) 
induced by a faithful normal state <p 0 a,!. The modular 
automorphism is indeed aro,! =a'f. Therefore, the cor­
responding conditional expectation is a~tOEO 0 a't =EO, which 
implies Eooa't=a't°Eo. Conversely, we have a't(Eo(M)) 
=Eo(a't(M)) from the hypothesis, and note that a'!(M) =M. 
Hence, we have a'!(N) =N. 

If we consider a subsystem N of macroscopic observa· 
bles (e. g., in statistical mechanics), then the dynamics 
described by the modular automorphism a~(JR) is not 
very interesting. In fact, the subdynamical system 
(lV, y(JR)) is trivial in the sense that y(JR) is the identity 
automorphism of N. This can be seen easily from the 
following. 

Proposition 2.3: N is Abelian, then N~M~, 
where M", = {x E M; <p(xy) = <p(yx) for all Y EM}. 

Indeed, forxEN, YEM, <p(Xy)=<p(EO(XY))=<p(xEO(Y)) 
= <p( EO(Y )x) = <p(E o(yx)) = <p(yx). It is well known that M ~ 
is a fixed point subalgebra of M, 5 i. e., M~ ={XEM; 
a't(x) =x}, so that Yt = Eoa'tEo is the identity automor­
phism. Therefore, a nontrivial subdynamical system 
of macroscopic observables should be induced from 
another automorphism O!(JR) different from the modular 
automorphism a~ (JR). 

Given a dynamical system (M, O!(JR)) for arbitrary 
dynamics O!(JR) different from the modular automor­
phism, there is also a criterion similar to Proposition 
2.2: 

Proposition 2.4: Let EO be a faithful normal proj ection 
of norm one from M onto N. (i) If O!tEO=EOO!t for all t 
E JR, then at(N) =N. (ii) If at(N) =N for all t E JR and N 
dN'ilM, then atEo=Eoat. 

(i) was proved in Proposition 2.2. The proof of (ii) 
follows again from arguments used by Connes. 6 Let E': 
M - N be a map defined by E'(X) = a_t {Eo[at(x)]} for x 
EM; then E' is a linear, positive, normal surjective 
map. 
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Moreover, for x, Y EM, 

E'(E'(X)Y E'(X)) =O!_t {Eo[at(E'(x)y E'(x))]} 

= a_t {Eo[a t(a -t[ EO a t(X)]Y a -t[ EO a t(X)])} 

=a_t{Eo[EoO!t(X) 'at(y) 'EOat(X)]} 

=a_t{EOat(x) 'Eoat(y) 'EoO!t(X)} 

= a_t {EO a t(x)}a.t {EO at(y )}a_t {Eo at(x)} 

=E'(X)E'(y) E'(X). 

This means that E' is a 2-side N-module mapping; hence 
E' is a faithful normal projection of norm one from M 
onto N (see Remark 2.1). However, due to the unique­
ness of faithful normal projection of norm one [Ref. 6, 
Theorem 1. 5. 5(a)], we have E' =EO' Consequently, EOat 
= at EO for all t E JR. 

Remark 2.5: The linearity, positivity and normality 
of E' follows immediately from its definition; however, 
the surjectivity of E' is due to the hypothesis of at(N) =N 
for all t E JR. Actually, this is one of the main reasons 
which makes the subdynamics a reversible process. 

Remark 2.6: We note that if N is a maximal Abelian 
subalgebra of M, then the condition N dN' r, ,11,1 holds. 

3. MARKOVIAN SUBDYNAMICS 

Given a dynamical system (M, a (1R), and a condition­
al expectation EO of M onto N induced by a faithful normal 
state <p on M, we want to see in this section when is the 
subsystem (lV, Y(IR+)) Markovian. 

Theorem 3.1: Suppose <p is O!(JR)-invariant, then 
(lV,y(JR+» is a Markovian subdynamical system if O!t(lV) 
"dN for all t'" O. 

Proof of Theorem 3.1: Let 7r~, H~, ~~ be the cyclic 
representation of M induced by <po As <p is faithful, 7r ~ 

is also faithful; and <p is normal, hence 7r ~(M)" = 7r ~(M). 

Thus, IT ~ is an isomorphism of M onto 7r ~ (M), and we 
may consider M = IT ,,(M) and H =H~. Let N~ ~ =1< and let 
Eo be a proj ection from H onto 1<. Then, for x E M and 
Y EN, we have5 

<Eox~~, Y ~~) = <p(y*x) = <p(EO(Y*X)) = <p(Y*EO(X)) 

=<EO(X)~",y~,,); 

hence, EoX~" =Eo(xH" for all x E 1"1'1. Thus, 

Eo(M)~" =Eo(M)~ ~ =N~ ". (1) 

By assumption, <p is a(JR)-invariant, a(JR) is uni­
tarily implementable in H ~ =H, i. e., at(x) =utxut and 
u t ~ '" = ~ '" for x E JliI. Define 

(2) 

then E t is a projection on H. By hypothesis, at(N) dN 
for t'" 0, we have at(N)~" "dN~",; hence u~ut~", =u~~", 
dN~" for t '" O. From (1) and (2), 

Et(M)~~ =utEout(M)~~ =utEo(M)~~ 

=UtN~~ dN~", =Eo(MH", 

for t '" 0; this implies 

E t '" Eo for t '" O. (3) 
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By the definition of 'Yt, we have for all xEN and t~ 0, 

Yt(X)~fj> =EoaIEo(:x)~", =Eoal(EoX)~fj> =EO(UIEo(:x)utJ~fj> 

== EOutEo(x)ut~ 11 =EOutEo(x)~ '" =Eoutx~ "'. 

Fors,t~OandxEN, we have 

'YsYt (x)~ '" = Y.(Yt(x»~ '" == Eous(Yt(:x»~ '" 

=EoUsEoutX~<p 

== EousEoutusutX ~ <p 

=EoEsus+tx~<p 

=Eous+tx~", 

== Ys+t (:x)~ <p 

(4) 

(by (2)] 

(by (3)J 

(by (4)J. 

As ~iP is separating forN, we have YsYt(x)=Ys+t(:x) for 
x E Nj hence YsYt == Ys+t for s, t ~ O. Clearly Yo = 1, and 
IIYt/i =/lEoatEo/l ~ /latll ~ 1; hence Yt is contraction. More­
over, Yt is a surjective map of N onto N: Indeed, 'Yt(N) 
=EOat(N) -:IN for t;:. 0 by assumption, and, on the other 
hand, x E 'Yt(N) for t;:. 0, there is ayE N such that x 
=Yt(Y) for some t;:. OJ it follows then x =Yt(Y) =Eoat(y) 
EN, so that Yt(N) ~N for t;:. 0. This completes the proof. 

Remark 3.2: Compare the condition in Theorem 3.1 
with Remark 2.5, we see that this is an a priori condi­
tion to yield an irreversible process in a subsystem. 

Remark 3. 3: If t - a t (:x) is continuous for x EM, then 
t-Yt(:x)=EoatEo(:x) is also continuous forxEN. There­
fore, y(m+) is a strongly continuous contraction semi­
group on N if a(m) is strongly continuous. 

Remark 3.4: Notice that y(m+) is in fact a semigroup 
of norm one; 

II Yt II == sup II Yt(x) II == sup II€oat(x) II 
nXII =1 rrxlI =1 
xEN xEN 

In connection with Theorem 3.1, we give other suffi­
cient conditions which yield Markovian subdynamics. 
LetNe=N'nM, and Nz=NnN'. If EO is a conditional 
expectation of M onto N induced by a faithful normal 
state <p of M, then there is a conditional expectation Ec 

(resp. Ez) of M onto Nc (resp. N z) by Takesaki's theorem 
cited in Sec. 2. In fact, for all tE m, ai(Ne) =Nc and 
ar(N e) =Ne, respectively; this can be seen as follows: 
Let x ENe; then ar(x) E M. Furthermore, for each 
YEN, there is aWE N such that a:'(w) =Y, since a:'(N) 
=N for all tE m. Hence, ar(x)y =a:'(:x)a:'(w)=ar(xw) 
=ai(wx)=ar(w)a:'(x)=yai(x), which means a:'(:x) EN'. 
Therefore ar(x) E N' n M ==Ne• Similarly, one can show 
N z is also ai-invariant for all tEm. 

Proposition 3. 5: Let 'Yt =€catEO for t;:. O. Suppose qJ is 
a (IR)-invariant and Nd Nc, then Wc, y(IR+» is a Marko­
vian subdynamical system, if (i) Ec€O == EzEo and (ii) at (Ne) 
dNz for t;:. O. 

Proof: We use the same notations in the proof of 
Theorem 3.1, we may define 
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Eo(M)~<p =Eo(M)~", =N~fj>' 

Ec(Mnfj> =€c(M)~9' =Ne~I1' 

E.(M)~9' =E.(MH", =N.~<p. 

Let Etc ==utEcUt for t ~ 0, which is a projection on H. 
And notice that atWe) d at(N.) :dN. for t;:. ° (by (iill, 
Etc(M)~fj> :dE.(M)~<p, which means 

From (i), we have for all x E M 

Moreover, N dNe implies 

(5) 

(6) 

Eo;:' Ee. (7) 

For x E M and t;:. 0, similar to Theorem 3. 1, we may 
compute 

i't (:x)~ '" == EeCitEO<X); fj> 

=EcUtEoX~",· 

Therefore, for s, t ~ 0 and x EM, 

YsYt(X)~ fj> = Ee UsEo(Yt (x»~ iP 

=EcusEoEcUtEoX~fj> 

=Eeus EcUtEoX~ '" (by (7)] 

==EcEscus+tEoX~", 

==EcEo(Escus+tEoX)~<p (by (7)J 

== EzEo(Eseus+tEoX)~ '" [by (6)J 

=Eo E.(Eseus+tEoXH<p [Eo;:' Ee] 

== Eo Ez us+tEox ~ <p [by (5)] 

=EgEous+tEox!;", 

== Ee Eo us+tEOX ~ '" [by (6)] 

=Ecus+tEijXt,fj> [by (7)] 

= Ys+t(:x)~ <p [by (8)]. 

(8) 

By a similar argument used in Theorem 3.1, one can 
show that Y(IR+) is a semigroup of contraction. In fact, 
Remark 3.4 still holds; hence y(m+) is a semigroup of 
norm one. 

It deserves some remarks on the assumptions given 
in this proposition. 

Remark 3.6: First of all, from Theorem 3.1, (ii) 
implies that the subsystem Wz, y(m'», where Yt ==Ezate z 
for t ~ 0, is Markovian. Therefore, the above proposi­
tion shows subsystem Ne can be Markovian, if its sub­
system N z is already Markovian. 

Remark 3.7: (i) is a special version of Nelson'S 
Markoff property in the theory of Markoff fields. 1 In­
deed, given a topological space X, let {O} be a family 
of closed subsets of X containing X, and the boundary 
(resp. the complement) of 0 is denoted by 00 (resp.Oe). 
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For each 0 E {O}, there is a von Neumann algebra R(o), 
and for 01>02 E {O} with 01 cO2, R<OI)cR<02)' In par­
ticular, for two OJ, O2 E {O} with 01 cO2, we assume 
R (01) =R (01)' n R (02) and R (01) n R (02) =R <01 n O2), 
Then R(aO)=R<OI)nR<on=R<Ol)'nR<Ol)' If there 
exists a conditional expectation EO of R(02) onto R(Ol)' 
then as we have seen that there are also conditional 
expectations Ez (resp. Ee) of R (02) onto R (aO) (resp. onto 
R <Of)). Hence, (i) is a Nelson's Markoff property; 
EeEO==EzEO' For more details of this property in this 
setting, we refer to Accardi's paper. 8 

Remark 3.8: We note that if N is maximal Abelian, 
then N ==Ne , and thus N =Nc=Nz • Hence, Proposition 
3. 5 reduces to Theorem 3. 1. 

4. PRESERVATION OF ERGODlCITY 

In addition to the time evolution, we consider in this 
section another group G of physical symmetry acting on 
this Markovian system (N, y(lIt» induced from a dynam­
ical system (M, a (rn». Let us assume that G is also 
represented by an automorphism group of N; T: G 
- Aut(N). If W is a G-invariant state on N, and 1Tw ' Hw 
is the cyclic representation of N induced by w, then 
there is a unitary representation U w of G on H w such 
that 71w(TgX) =Uw(g)71w(x)Uw(g)* for xEN and gE G. A G­
invariant state W is G-ergodic if 1Tw(N)'n Uw(G)' 
=={Al w}.9 

In this section, we assume that a (rn) is unitarly im­
plementable on subsystem N, i. e., at(x)==utxut for x 
EN (cL the proof of Theorem 3.1). Furthermore, we 
asSumeYtTIf==TIfYtforallgEGandt?-O. Hence, wYtis 
G-invariant whenever W is invariant under G. 

Again, EO is a conditional expectation of M onto N in­
duced by a faithful normal state qJ on M, and Yt == Eoa tEO 
for t?- O. 

Proposition 4.1: Let W be a faithful, normal G-in­
variant state of N, if W is G- ergodic, so is wYt for t 
?- 0. 

We need some preliminary lemmas to prove this 
proposition. 

Lemma 4.2: If W is a faithful, normal state on N, then 
w' = wYt for t?- ° is also faithful and normal. 

Proof: Faithfulness can be seen as follows; for x E N 
and t? 0, if Yt(X*X) ==EO[at(x*x)] ==Eo[at(x)*at(x)] =0; then 
at(x) = ° (due to the faithfulness of EO), and x = ° (be­
cause of the injectivity of at). Thus, w'(x*x) =w(Yt(x*x» 
= ° implies x = 0. 

Let {x"'} be a uniformly bounded directed set of posi­
tive elements of N; then suP"Yt(x",) =Sup"Eo[at(x,,)] 
=Eo[sup"at(x,,)]. Furthermore, at is unitarily imple­
mentable: at(x)=utxut, for xEN, we have sUP",Cit(x",) 
= sup", utxut ==ut(sup" x,,)ut == at sup" x". Then 
sUP",Yt(x",) =EO[Ci t sup",x",] =Yt(sup",x",). Therefore, 
sup",w'(x",) = sup",w(YtX,,) = w(suP,,:YtX,,) = w(Yt sup"x,,) 
=W' (sup",x,,) which shows the normality of w'. 

1788 J. Math. Phys., Vol. 17, No. 10, October 1976 

Now, the key point in the proof of Proposition 4.1 is 
due to the fact that two faithful normal states on a von 
Neumann algebra is the same up to equivalence. Indeed, 
let wand w' be two faithful normal states on N, 71 wand 
1Tw' the corresponding cyclic representations with cyclic 
vectors ~w and ~w' respectively. Faithfulness of w (resp. 
w') implies 71 w (resp. 1Tw ') is faithful, and ~w (resp. ~w,) 
is also a separating vector for 1Tw(N)" (resp. 1Tw,(N)"). 
Moreover, due to the normalities of wand w', 1Twand 
71 w' are W*-representations of N. Therefore, two faith­
ful W*-representations 7Tw and 71w' of N are unitarily 
equivalent, since 71w (resp. 1T w') has a separating and 
cyclic vector ~w (resp. L,). to Hence, we have proved: 

Lemma 4.3: If wand w' are two faithful normal states 
on N, then 71 w and 7T w' are unitarily equivalent. 

In order to show Proposition 4. 1 more explicitly, we 
need two additional lemmas. 

Lemma 4.4: Given two Hilbert spaces H t , H2 and 
wcBl.fl t ), let v be an isometric map ofH t ontoH2 such 
that W-vWv*; then (vWv*)'=vW'v*. 

Proof: Let YE W, then vyv* E vWv*. For XE (vWv*)', 
(vyv*)x=x(vyv*); hence y(v*xv) = (v*xv)y. It 
follows that V*XVE W', and thus XE vW'v*. 

On the other hand, let x E WI and YEW; then 
(vxv*)(vyv*) ==vxyv* =vyxv* = (vyv*)(vxv*), which im­
plies vxv* E (vWv*)', since VY1J* E vWn*. Hence, 
vW'v* c;:: (vWv*)'. 

Lemma 4.5: Given two Hilbert spaceH 1, H2 and an 
isometry v of H t onto H2 such that vB(Ht) v* ==B(H2). If 
M t and M2 are two von Neumann subalgebras of B(Ht ), 

then vMtv* n vM2v* =v(A11 :-', M2) v*. 

Pyoof: LetxEvM1v*'1vM2v*. For eachYEv(j'tlf 
UMf)v*, xy=yx. However, v(MfL J'vlf) 1'* =v(M t n 111 2)'v* 
= (V(Mt n M 2)v*)'; here the last equality is due to Lemma 
4.4. HencexEv(M t n1i12)v*. 

On the other hand, vMtv* n VJ\;1 2v* :dv(M j :-' 211 2) 1'* 
holds obviously. 

Proof of Proposition 4.1: Let w' = wYt; then w is also 
faithful and normal (Lemma 4.2); hence 71w and 1Tw' are 
equivalent (Lemma 4.3). Therefore, there is a isometry 
v ofHw ontoHw' such thatv71w(N)v*=71 w.(N) and 
vUw(G)v* =Uw,(G); hence from Lemma 4.4 

1T w,(N) , = (v 71 weN) v*)' = V71 weN)' 11*, 

U w,(G)' = (vL/w(G) v*), = VUw(G)/l'* 

Therefore, 

71 w,(N)':-'1 Uw,(G)'=V71w(N)/V*~ vUw(G)'v* 

=v(1Tw(N)'11 Llw(G)')v* [by Lemma 4.5] 

=v{Alw}v* 

= {A1 w'}' 
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Perfect fluids and symmetry mappings leading to 
conservation laws 

D. R. Oliver, Jr. and W. R. Davis 

Department of Physics, North Carolina State University, Raleigh, North Carolina 27607 
(Received 10 May 1976) 

Some of the results recently obtained by Glass relating to shear-free perfect fluids are extended and further 
interpreted. In particular, it is pointed out that certain symmetry methods are fundamental to this type of 
investigation. This approach of using symmetry mappings (e.g., characterizing vanishing shear) at the level 
of the matter tensor is seen to naturally lead to considerations of an important family of symmetry 
properties which include Ricci collineations as a special case. These considerations are used to obtain new 
conservation expressions holding for perfect fluids. 

1. INTRODUCTION 

Recently Glass1 investigated several aspects of shear­
free perfect fluids. Some of the new results that were 
obtained in this work led directly to the formulation of 
certain interesting local conservation expressions. The 
purpose of the present paper is essentially threefold: 

the isotropic pressure as measured in the fluid ele­
ments rest frame, respectively. The familiar "dynami­
cal" and "conservation" equations of the fluid follow 
from VjTij=O and take the form 

(1) to point out that certain symmetry methods are 
fundamental, if not essential, in this type of investiga­
tion; (2) to re-examine and further interpret some of 
the results that were found by Glass; and (3) to obtain 
and interpret, employing symmetry methods, additional 
conservation expressions that were not obtained by 
Glass. 

A simple example of the relevance of symmetry con­
siderations is immediately given by noting that vanish­
ing shear2 (aij = 0) is equivalent to LuYij = (2/3)BYjj [or 
L~ugij = 2{u(toj) rp + cpa(juj) + cp(1/3) BYjj}]' This expres­
sion which was given, for example, by Glass! clearly 
shows that vanishing shear can be equivalently regarded 
as an infinitesimal symmetry mapping (xi - Xi + ErpU i ) 

of the metric along the timelike congruence given by the 
ui(x) field. 

In accord with the stated purpose of this paper, it will 
be shown that vanishing shear and other dynamic and 
kinematic conditions fundamentally relate to space­
time symmetry properties defined at the level of the 
matter tensor. In particular, it will be seen that this 
type of symmetry investigation relates to a certain 
family of symmetry properties which are particularly 
interesting because of their relation to the matter 
tensor and a general conservation law generator. Ricci 
collineations are the most familiar members of this 
symmetry family which will be referred to as the family 
of contracted Ricci collineations3 (see Fig. 1). Several 
investigations of Ricci collineations have been made in 
connection with conservation expressions concerning 
gravitational and electromagnetic radiation. 4 Recently, 
among other results, Shaha5 obtained one special theo­
rem, for a magnetofluid admitting Ricci collineations, 
that has some formal relationship to certain aspects 
of this paper. 

Here we treat the case of perfect fluids which have 
matter tensors of the form 

(1. 1) 

where p and p are the density of total mass energy and 
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(p +p) ai =y~ 0kP (1. 2) 

and 

P+(p+p)B=O. (1. 3) 

In addition it is assumed that the Ricci tensor is related 
to the matter tensor by Einstein's field equations 
Rij - t gij R = "Tij. Furthermore, the fluid is taken to 
be a thermodynamical perfect fluid. 6 

Family 

of 

Contracted Ricci Co1lineations 

--
Including Ricci Collineations 

J:R1 j = 0 

I 
Curvature Collineations 

J:R\jk 
11 = 0 

1 
Special Curvature Co 11 inea t ions 

17 k (J:I1 j) = 0 
: 

Affine Co11ineations 

.l:qj = 0 

I 
Motions 

.l:g 1 j = 0 

FIG. 1. Symmetry property inclusion diagram. 
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2. SYMMETRY PROPERTIES RELATING TO 
VANISHING SHEAR AND ISENTROPIC FLOW 

In this section the relations between certain condi­
tions on perfect fluids and corresponding symmetry 
properties at the level of the matter tensor are investi­
gated. Thus space-time symmetries will be examined 
in terms of Lie deformations of the components of the 
matter tensor (i. e., Tii - i gli T) or alternatively Lie 
deformations of R li • Clearly, symmetry demands (in 
the context of an assumed perfect fluid) can be made by 
requiring that Lt(Tli - igii T) =Kii , where KiJ is a sym­
metric tensor which is not by definition equal to L t(T Ii 
- igijT) for all perfect fluids. 

First, we look at the symmetry family defined by re­
quiring K lj to be a trace-free tensor. 7 The importance 
of this family of symmetry properties is that each of 
its members satisfies the condition gii Lt(Tli - igljT) 
= ° which is equivalent to the conservation law 
generatorS 

(2.1) 

Even though the general form of the conservation law 
is the same for all members of this family, it follows 
that the particular form the conservation law will take 
will depend upon the given Kii and the particular ~I 
(assuming that the relevant symmetry is admitted). 

In view of our particular interest in symmetry map­
pings along the timelike ui congruence, we observe 
that Lt(Tij - igljT) in the case of a perfect fluid for 
~i = cpui may be expressed in the form 

Lt(TlJ - igij T) = 1J!(Tij - iglj T) + (p + 3p) u(lyJ)(ak'P + 0k'P) 

+ 'P(p - p)aii + igij V k[(P + 3p) cpuk], 

(2.2) 

where it has been assumed p + p '" ° with 1J! = (p + P )"!{v k[ (p 
+ 3p) 'Puk] - (4/3)(p + 3p)1/2'PV k[(P + 3p)1/V]). We ob­
serve that the first three terms on the right hand side 
of (2.2) are trace free while the last term is not trace 
free. 9 

We are now in a position to see in detail how two 
familiar conditions placed on perfect fluids lead to 
timelike symmetry demands at the level of the matter 
tensor. 

Theorem 2.1: (a) A perfect fluid (p '" p) is shear free 
if and only if Lt(Tij - igij T) = 1J!(TIJ - igijT) 
+ (p + 3p) uuyJ) (ak'P + 0k'P) + igij V k[(P + 3p) 'Puk] for all 
~i = 'Pui • (b) A thermodynamical perfect fluid (p + 3p '" 0) 
is isentropic if and only if Lt(Tij - igljT) = 1J!(Tij - igiiT) 
+ (p - P)'Paij + igii Vk[(p + 3p)cpuk] for ~i =ui /f, where 
f is the index of the fluid. 6 

Proof: The proof of part (a) follows from P'" P and 
(2.2). The proof of part (b) follows from P + 3p'" 0, (2.2) 
and the equivalence of isentropic flow to ak = y1(ot/)/f 
for a thermodynamical perfect fluid. 

3. SYMMETRY CONSIDERATIONS IN CONNECTION 
WITH Vi (y-::gr-I/3f2w2u i ) = 0 

Glass! has shown that for a shear-free isentropic 
perfect fluid with V i(nui ) = 0, for some function n, one 
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obtains the conservation law VI (nl / 3fwul ) = ° which is 
equivalent to ViU- g n-l/3f2w2ul) = 0. We shall see in 
this section how this conservation expression can be 
obtained in accord with the point of view provided by 
symmetry methods. 

Theorem 3. 1: For a thermodynamical perfect fluid 
with Lu{fWii ) = ° and aijwlW

j = ° the conservation law 

VIU-g r-l/3f2w2ul )=0 (3.1) 

holds. 

Proof: Note that Luiwii = ° implies r-4/3fwii Luiwij 
= 0. Using Lu{fwlj) = 0, alJwlw

j = 0, and Vi(ru i ) = ° one 
can show fWii L u(r-4/3fwii ) =fwlJ Lu(r-4/3g ikgimfwkm ) 
= f2Wii wkm Lu(y-4/ 3ikg im) = 0. This implies Lu(r-4/3f2w2) 

= ° which leads to vi[vI- g r-l / 3f 2w2ui
] = 0. Alternative­

ly, we can make a stronger statement as to the condi­
tions for the conservation law (3.1) to hold. 

Theorem 3.2: A thermodynamical perfect fluid with 
aiJwiwi = ° admits the conservation law (3.1) if and 
only if one of the following conditions is met: (i) Lx P = ° 
where Xi = tr/iikmUjWkam (X' '" 0), (ii) Wi = Aal (i. e. , 
LaUi = a2ui)' or (iii) al = ° (L e., LuUl = 0). 

Proof: Using the relation for Dw2/ds in Ref. 2, 
aijwiwi = 0, and the perfect fluid assumption, we find 
that Dw2/ds = - 2[(2/3) e + p/(p + p)] w2 - (p + ptl 

anwnmomP. With Vi (ru i ) =0, wnm=1jmnijwIUj, f=(p+p)/r 
and (1. 3), we have D/ds(r-4!3w2f2) = (2f/r71 3) XmomP. 
Thus D/ds(r-4/3w2f2)=0 which is equivalent to 
V IU - g y-l/ 3w'i 2ui ) = ° if and only if Xmo mP = 0. If 
Xm",O, then Xmomp=LxP=O. When Xm=O, then either wi 
=Aal (Le., LaUI=a2ul) orai=O (Le., LuUl=O)' 

We now show how the conservation law (3.1) relates 
to a particular symmetry at the level of the matter 
tensor. For a symmetry vector ~i = [r- l / 3f 2w2 / 

(p - iT)]ui satisfying gli Lt(Tij - igijT) = 0, we obtain, 
with the help of (2.1), a conservation law equivalent to 
(3.1). We further observe that Lu{fwi) = ° implies 
L<pu{fwli ) = ° for all 'P. Thus this symmetry property, 
which is a special timelike member of the family of 
contracted Ricci collineations, leads to the same con­
servation law as the symmetry demands Le/wii = ° and 
aiiwiw j 

= 0. 

4. ROTATION RELATED CONSERVATION. 
EXPRESSION BASED ON A RICCI COLLINEATION 

It has been shown in previous sections of this paper 
how symmetry properties are related to certain condi­
tions that may be placed upon perfect fluids. Indeed, we 
looked for symmetry properties corresponding to given 
conditio~s. Here we require the symmetry Lt(TIJ - igljT) 
= ° for ~. = 'Pwl and explore some of the conditions that 
this Ricci collineation places on a perfect fluid. 

Theorem 4.1: If a perfect fluid (p '" p) admits the 
symmetry property Lt(Tii - igiiT) = ° for ~i = 'PWi , 
then (a) vAa(p + 3p)wj

] = ° where wio p = 0, (b) 
wjo)(p+3p)(p-p)]=0 and if in additionl0 aiwi",O, then 
(c) Dw2/ds = - [(4/3) e + 2p/(p + p)]w2 - 2aijwiwi or 
equivalently anwnmomP = - 2X momP = 0. 

Proof: (a) Using the perfect fluid matter tensor, the 
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relations involving wi in Ref. 2 and (1. 2), we find that 

Ll(T/i - ~giJT) = .-pVk(p + p)wk]u/u J 

+ ~.-pWk'i3k(P - P)g/i + ~(p - p) Llg/i , 

(4.1) 

where ~i = .-pw/. Part (a) of this theorem then follows 
by noting that 

uiui Ll(T/i - ~g/iT) =O=~VA(p +3p) wi]. (4.2) 

(b) From (1. 2), (4.2) and the relation involving V/w/ 
in footnote 2 we have 

Next making use of (4.2) and (4.3), part (b) of this 
theorem follows. 

(4.3) 

(c) The relation uiWi Ll(Tl } - kiiT) = 0 can be written 
in the form 

DW2/ds = (- 2(~/.-p) + (2/3) 0] w2 - 2CJiiWiwi . 

From uiai Ll(Ti} - tglJT) = 0, one obtains 

(eP - .-pO - (.-pp)/(p + p)] aiwi = O. 

(4.4) 

(4.5) 

Combining (4.4), (4.5), and a/wi *- 0 proves the first 
portion of part (c). The second half of part (c) and the 
equivalence of the two halves follow because for a gen­
eral perfect fluid we can prove 

Dw2/ds = - [(4/3)0 + 2p/(p + p)] w2 

(4.6) 

with the help of results previously given. 2 

In view of Theorem (3.2) we see that for the special 
case where ui}w/w} = 0, part (c) of Theorem (4.1) im­
plies the conservation law v/(vCg r-l/3f 2w2u i ] = O. Thus 
in addition to the other new information contained in 
Theorem (4. 1) (to be discussed) we have gained further 
insight relating to Theorems (3.1) and (3.2). This 
conservation law was shown to hold for isentropic 
shear-free perfect fluids by Glass. 1 Earlier an essen­
tially equivalent expression for the special case of 
geodesic fluids was given, for example, by Ryan and 
Shepleyl1 who interpreted it as an expression of "con­
servation of rotation. " 

We now show how part (a) of Theorem (4.1) can be 
interpreted with the help of some results obtained in a 
paper by Greenberg. 12 In particular, Greenberg12 has 
shown 

(l/A)(DA/dr) = - (l/w)(Dw/dr) - (a1w//w), (4.7) 

where A is the proper area sub tended by the "vortex 
lines" as they pass through the "screen" which is the 
two surface dual to the surface formed by Uj and Wi and 
where DA/dr= (Wi /w)'i3/A. Now using ViWi + 2aiw/ = 0, 
part (a) of Theorem (4.1) and (4.7), we find that 

D/dr(p + 3p)I!2Aw] = O. (4.8) 

Thus (p + 3p)I!2 Aw is a constant along the vortex tube. 
This is a generalization of the Kelvin-Helmholtz theo­
rem of Newtonian theory where wA is constant along the 
vortex tube. 12 
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The method used by Petrov to obtain the first classification of vacuum space-times has since been 
overshadowed by methods which yield a finer classification based on principal null directions. It is shown 
that this finer classification can be expressed in Petrov's terms and a simple algorithm is obtained for 
finding all repeated principal null directions by matrix methods. 

1. INTRODUCTION 

In the recent literature, the Riemann tensor of a 
vacuum space-time, or more generally of an Einstein 
space, is usually classified in terms of the coincidence 
of its "principal null directions" rather than its eigen­
values and eigen-bivectors. That these null directions 
have physical importance themselves and also yield phy. 
sical information about Riemann tensors of different 
types has contributed to the appeal of the tensor and 
spinor methods of classification,l to the extent that the 
matrix methods used by Petrov2 in formulating the ori­
ginal classification are now widely overlooked. In addi­
tion, it is felt that the matrix methods are unnecessarily 
cumbersome. 3 

It is known that principal null directions can be de­
scribed in Petrov's terms. A definition as elegant as 
those of the tensor- and spinor-theoretic approaches 
has been given by Thorpe4 in the formalism of the 
Riemann tensor of an Einstein space as a symmetric 
transformation on a norl,11ed complex vector space. 
However, Petrov and Thorpe point out only three classes 
of such tensors, while there are six possible coinci­
dence patterns of principal null directions. 

It is our purpose to modify the Petrov-Thorpe 
scheme to derive the six classes and to obtain the re­
peated principal null directions of a Riemann tensor by 
matrix methods. The classification is determined by 
the minimal polynomial of a complex 3 x 3 matrix. Once 
this is known, the eigen-bivectors are easily found. The 
null directions then arise naturally from the eigen­
bivectors and their coincidence from the repetition of 
the corresponding eigenvalue. 

The classification is described in Sec. 2. In Sec. 3, 
the canonical forms of the Riemann tensor are used to 
verify the coincidence of the principal null directions 
of each type. The algorithm for finding the repeated 
principal null directions is summarized in Sec. 4. It 
may be used without finding the basis with respect to 
which the matrix is in canonical form. 

2. THE PETROV CLASSIFICATION 

We shall first summarize the Petrov-Thorpe view­
point, referring the reader to Thorpe4 for details and 
proofs. At the end of this section we refine their meth­
ods to obtain six classes instead of three. 

The classification assigned at each point to a mani­
fold M with arbitrary Lorentz metric is that of the 
(Weyl) conformal curvature part of its (Riemann) cur­
vature operator R. It therefore suffices to assume that 
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the Ricci curvature of R vanishes, i. e., that the 
Einstein field equation for a vacuum is satisfied. The 
action of R on the tangent space to M at one point is 
abstracted to the following situation. 

Let V be a four-dimensional vector space with inner 
product ( , ) of Lorentz signature (+++-). The bivector 
space W=A2 (V) has an induced inner product, also de­
noted (, ), of Signature (+++---). We shall assume 
that V is oriented and {el' e2, e3, e4} is an orthonormal 
basis for V which is compatible with the orientation, 
where (e4, e4) = - 1. Following Ref. 4, we define the 
corresponding Lorentz basis for W to be 

(1) 

A curvature operator on V is a linear transformation 
R: W - W, which is self-adjoint with respect to the inner 
product. Its Ricci curvature is the map r : V - V defined 
by (r(e i ), ej)=Lk(R(ejl\ek), ejl\ek). If r=O, then with 
respect to any Lorentz basis, R is represented by a 
matrix of the form 

[R]= [ A B], 
-B A 

where 3 x 3 matrices A and B are symmetric and have 
trace zero. The canonical forms for such a matrix are 
of three types, namely: 

Type I: 

A =f; :2:l and B = I b; :2 : l ' 
~ 0 i1:l lo 0 b3 

Type III: 

A=I~ ~ :J and B=l: : -Ol 
looo 0-10 

where in each case trA=trB=O. 

Petrov based his classification on the Segre charac­
teristic of the symmetric complex matrix C = A + iB. 
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TABLE 1. Refined Petrov classification of curvature operators. 
The numbers Aj~aj+ibj are the characteristic roots of the 
matrix C ~A +iB. 

Class Characteristic Minimal Independent 
polynomial of polynomial of invariants 
C~det(Al-A C 
-iB) 

1. a. A/S (A -Aj)(A -A2) (A -Aj)(A -A2) aj,bj, a 2,b2 
distinct X(A -Asl X(A -A3) 

b. A3~A2 "'Aj (A - Aj)(A - A2) 2 (A -Al)(A -A2) al,bl 

c. A3~A2~;>\j ~O A3 A 

II. a. A2 '" Al (A-Al)(:\-:\2)2 (:\ - :\j) (:\ - :\2)2 aj,b j 

b. :\2~Al~O :\3 :\2 

III. As given A3 :\3 

The numbers Aj == aj + ib j are the characteristic roots 
of the matrix C. The types correspond to the cases 
where its minimal polynomial (I) has distinct linear 
factors (A- A), (II) has factor (A-~) repeated twice, 
and (III) is A3. 

Thorpe obtained the canonical forms by regarding W 
as a three-dimensional complex vector space and R as 
the complex linear transformation on W represented by 
the matrix C. Types I, II, and III have respectively 
3,2, and 1 independent eigenvectors. 

These three classes may be refined by considering 
repetitions among the A/S. Taking into account the con­
dition trA == trE == 0, we obtain the six cases listed in 
Table I. They correspond to the six possible minimal 
polynomials of complex 3 x 3 matrices with trace zero. 
The maximum number of invariants for each class is 
given in the last column. One number of each pair aj, bj 
may be zero. In class la, one pair aj, b j may be iden­
tically zero. Notice that the characteristic polynomial of 
C may not even distinguish between Types I, II, and III. 

3. PRINCIPAL NULL DIRECTIONS 

Consider a point m of a vacuum space-time M at 
which the curvature tensor Rabed is not identically zero. 
The principal null directions (p. n. d. 's) at m are the 
directions along the nonzero null vectors ka at m which 
satisfy 

(2) 

This quartic equation has in general four independent 
solutions, but will have fewer solutions if any are "re­
peated" or "coincide, " that is, if they satisfy a similar 
equation of lower degree. The possible coincidence pat­
terns of the four solutions are just the partitions of four, 
and are summarized by the symbols [1111], [211], [22], 
[31], and [4] (see Pirani1

). The case R==O has no dis­
tinguished null directions and is included in this scheme 
with the symbol (-]. 

The p. n. d. 's may be defined via the transformational 
approach as follows. Let V be the oriented tangent space 
at m. Let * denote the Hodge star operator, which as­
signs to any oriented subspace its oriented orthogonal 
complement. Its matrix with respect to any (orientation-
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respecting) Lorentz basis is 

where I is the 3 x 3 identity matrix. Then (~, *~) == 0 if 
and only if ~ is a decomposable bivector: ~ == x /\.v for 
some x, Y E: V. A common zero of (~, ~) and (~, *~) thus 
determines a plane5 which meets the null cone of V in 
a single null direction, i. e., the multiples of some non­
zero null vector K. 

Proposition 1 (Thorpe): A nonzero null vector K rep­
resents a principal null direction of R if and only if 
(R~, ~) == 0 and (R~, *~) == 0 for some null plane ~ contain­
ing K. 

Proof; Equation (2) is the tensorial form of the 
equation 

(R(K /\ [(K, x)y - (K, y)x ]), K /\ [(K, z)w - (K, w)z J) == 0 

(3) 

for all x,)" z, WE: V. Let v(x, y) denote the vector (K, x)y 

- (K, y)x. Then (K, v) == 0 and, unless v is a multiple of 
K, (v, v) > O. Conversely, every space like vector ortho­
gonal to K is v(x,y) for some x and y. Therefore, Eq. 
(3) is equivalent to 

(R(K /\ v), K /\ v') == 0 (3') 

for all spacelike vectors v and 1" orthogonal to K. 

Given a null plane ~ containing K, there are vectors 
X and Y so that (K, X) == (K, Y) == (X, Y) == 0, ~= K/\X, and 
* ~ == K /\ Y. Now any vector v orthogonal to K is a linear 
combination of K, X, and Y, where X and Y arise as 
above from an arbitrary null plane ~ containing K. 
Therefore, writing K /\ V and K /\ 1" as linear combinations 
of ~ and *~, (3 ') becomes 

(3") 

Finally we remark that if this equation is satisfied by 
one such ~, it is satisfied by all. II 

Similar arguments applied to the tensorial definitions 
of the repeated principal null directions prove the follow­
ing result. 

Proposition 2; A nonzero null vector K represents a 
principal null direction which is 

(a) double if and only if (R~, 71) == 0, 

(b) triple if and only if R ~ == 0, and 

(c) quad ruple if and only if R 71 == ° 
for every null plane ~ containing K and/or every plane 
71 containing K. 

The conditions given in this proposition for triple and 
quadruple p. n. d. 's are linear in K. Condition (a) for 
double p. n. d. 's has a linear version, which is derived 
as follows. Given any null vector K, there is a unique 
time like plane 71 which contains K and which is ortho­
gonal to all null planes containing K. Given such a null 
plane ~, any other such null plane is a linear combina­
tion of ~ and *~, and an arbitrary plane containing K is 
a linear combination of ~, *~, and 71. Condition (a) now 
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becomes: There exist real numbers 0' and ~ such that, 
for all null planes ~ containing K, R(~) = 0'7) + f3 *~. It 
follows that there is a timelike plane I; with R(I;) = 0" I; 
+ f3' * t for some 0" and {3'. We shall see that the co­
efficients in the linear combinations are the numerical 
invariants of the curvature operator. 

Using these descriptions of repeated p. n. d. 's and the 
canonical forms for R given in Sec. 2, we shall show 
that the six classes of Table I correspond to coincident 
p. n. d. 's as follows: 

la Ib Ic IIa lIb III (4) 
[1111] [22] [-] [211] [4] [31] 

In each case, let {el , e2 , e3 , e4} be a basis for V such that 
the matrix for R is in canonical form with respect to 
the corresponding Lorentz basis for W. 

Type III: Any null plane containing K= (e2 + e4) is a 
linear combination of ~ = el II K and * ~ = - e3 II K. Since 
RW = R(* lJ = 0 and R(e4 II e2) '" 0, K is a triple but not a 
quadruple p. n. d. 

Type lIb: (a j = b j = 0); Any plane containing K = (e3 - e4) 

is a linear combination of ~=elIlK, *~=- e211K, and 
7) = e3 II e4 • Since R(~) = R( *~) = R( 1]) = 0, K is a quadruple 
p.n.d. 

Type l1a: Let K= (e3 - e4) and ~, 1] be as in lib. Then 
RW = a2~ + b2 * ~ and R(*~) = a2 * ~ - b2~ = a2 * ~ + b2* *~. 
Thus K is a double p. n. d., but not a triple p. n. d. since 
a2 and b2 are not both zero. Notice that R('ry) = ~ 7) + bl *7). 

It can easily be shown that for other values of 0' and {3, 
the transformation R - O'l - {3* has trivial kernel. Hence 
R has no other repeated p. n. d. 'so 

Type Ie: is clear. 

Type Ib (a3 = a2 = - iab b3 = b2 = -~bl): If K*= (e3 ± e4 ), 

then ~. = el II K and *~. = ± e2 II K± are in the kernel of 
(R - a21 - b2*), and so K* are each double p. n. d. 'so 
Notice that 7)= e3 II e4 is in the kernel of (R - all - bl *). 

Type Ia: The equation (R - 0'1 - {3*H= 0 has solutions 
precisely for 0', {3 = aj, b j, but none of the decomposable 
solutions are null. Hence R has no repeated p. n. d. 's. 

4. ALGORITHM FOR THE NULL DIRECTIONS 

Although the canonical forms for vacuum curvature 
operators were used in the last section to verify the 
correspondence between the matrix and p. n. d. claSSifi­
cation schemes, it is not necessary in practice to find 
explicitly the basis for V that yields the canonical form 
for R. 

(i) The equation 

relates R as a linear transformation to the components 
RiJkl for R relative to any orthonormal basis {ell e2, e3 ,e4} 

for V. From Eq. (1), one obtains a symmetric matrix 
QIJ= (R(E1 ), E J ), which is related to that of R by 

IQ1~[~ -:J IR1{AB: J. 
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(ii) Comparing Table I and line (4), the p.n.d. type 
of R is uniquely determined by the minimal polynomial 
of the complex 3 x 3 matrix C = A + iB. 

(iii) Once the eigenvalues AJ = aj + ib j of C are known, 
the repeated principal null directions of R may be found 
by solving only linear equations, as follows: 

[22] and [211]: In these cases the characteristic poly­
nomial of Cis (A- ~)(A- A2)2. Each solution to (R- azl 
- b2*) ~ = 0 is a plane which meets the null cone in a 
double p. n. d. Note that the matrices for I and * are in­
dependent of the choice of Lorentz basis. 

[31] and [4]: The characteristic polynomial of C is A3. 
The two independent null planes among the solutions to 
R~ = 0 each contain the repeated p. n. d. In type [4], there 
will be additional time like and space like solutions, the 
former also containing the p. n. d. 

Remark: There does not appear to be a similar linear 
condition for nonrepeated principal null directions. The 
conditions of Proposition 1, however, imply the follow­
ing: Let K be a null vector, ~ a null plane containing K, 
and 7) the unique timelike plane orthogonal to both ~ and 
*~. Then K is a principal null direction for R if and only 
if R~ is a linear combination of ~, *~, 1], and *1]. The 
coefficients depend quadratically on the real and ima­
ginary parts of the eigenvalues for C. 

Remark: The hierarchy of types of Riemann tensors 
suggested by Penrose's diagram is evident from the 
minimal polynomials of the types: 

[1111] 

I \ 
[211]--[22] 

/\/\ 
[31]---[4]-[-] 

The arrows point to types whose minimal polynomials 
have lower degree and/or whose eigenvalues have more 
repetition. 

ACKNOWLEDGMENTS 

The author is indebted to the University of Chicago 
for its hospitality during 1974-75 and especially to 
R. P. Geroch and R. M. Wald for many valuable dis­
cussions during that year. 

*Research undertaken at the Enrico Fermi Institute of the 
University of Chicago with the support of a Faculty Research 
Award from Wellesley College. 
lFor a discussion of these issues, see, for example, the 
articles by F. A. E. Pirani, in Gravitation: An Introduction 
to Current Research, edited by L. Witten (Wiley, London/ 
New York, 1962) and Letures on General Relativity, Vol. 1. 
Brandeis Summer Institute 1964 (Prentice-Hall, Englewood 
Cliffs, N.J., 1965). Both papers give extensive references 
to the original research and to other survey articles. The 
tensor method is due to R. Debever [C. R. Acad. Sci. (Paris) 

Ann K. Stehney 1795 



                                                                                                                                    

249, 1324-26 (1959)] and R. K. Sachs [Proc. Roy. Soc. 
(London) A 264, 309-38 (1961)J and the spinor method to 
R. Penrose [Ann. Phys. (N. Y.) 10, 1.71-201 (1960) 1. 

2A. Z. Petrov, Sci. Not. Kazan State Univ. 114, 55-69 
(1954). See also A. Z. Petrov, Einstein SPaces (Pergamon, 
London, 1964). 

3As Pirani described the situation, "The spinor method is 
probably the shortest and most elegant route to the Petrov 
classification, while the tensor method is useful in many 
calculations. The matrix method suffers particularly from the 
fact that it does not bring out the hierarchy of the types .•• 
so well as other methods do; nor is it particularly convenient 
in calculations, but it does have some slight advantages in 

1796 J. Math. Phys., Vol. 17, No. 10, October 1976 

some of the Simpler physical interpretations." (Firani, 
Ref. 1, 1962, p. 216.) 
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It is shown that there is a unique ten-parameter group of projective (fractional-linear) transformations of 
space-time preserving free-particle motion and containing the inhomogeneous Lorentz group as a limiting 
case when a characteristic fundamental length of the projective group (whose structure comes from the 
group of rotations in the five-dimensional space of homogeneous space-time coordinates) is made infinite. 
The basic differential geometry, free-particle dynamics, and Lie group algebra going with the projectively 
extended space-time structure are developed, and it is remarked that the Hamiltonian for free particles 
most generally will have eight branches, owing to the fundamental space-time metric being that for a 
Finsler space. The means to projectively extending electrodynamics are also briefly noted, and the need for 
characterizing electrodynamics by two intrinsic quantities (charge, and a purely electromagnetic length) are 
pointed out. 

I NTRODUCT ION 

"Hence the first part of physical science relates to 
the relative pOSition and motion of bodies." This sum­
mation1 of the base of physics has meant since Newton 
that, first of all, particles are the primary entities of 
physical study; secondly, that inertial frames are the 
foundation stones for the reckoning of particle motions, 
these being the frames with respect to which a pre­
sumptively free particle runs in uniform straight-line 
motion. Assuming a prototypical inertial frame given, 
the rest have generally been supposed derivable by lin­
ear transformations, which self-evidently send free­
particle motion into free- particle motion; and the de­
velopment of physics accordingly has had much to do 
with the exfoliations from the Galilean and the Lorentz 
transformations. We may call these linearly inter­
connected frames of Newtonian relativity or special 
relativity the ordinary inertial frames or OIF. 

The present note is a recapitulation and expansion of 
a preliminary discussion2 of a transformation group 
that preserves uniform rectilinear motion, but goes 
beyond the OIF into a set of extended inertial frames 
or ElF. Just as the Galilean group is embraced in the 
ordinary Lorentz transformation (OLT) group as a 
limiting case for c - 00, the Lorentz group is contained 
in the ElF group of extended Lorentz transformations 
(ELT) in the limit that a characteristic fundamental 
length parameter b of the latter is allowed to become 
infinite, 

extended Lorentz transformations 

;;:: ordinary Lorentz transformations 

- Galilean transformations. 
c-~ 

The ELT to be described are in fact a specialized 
form of the projective or fractional-linear transforma­
tions, a group of 24 parameters, which have long 
been known to preserve free-particle motion. Now the 
(affine) group of linear transformations of 20 param­
eters is cogently narrowed for physical purposes, in 
either Galilean or Lorentz cases, to ten parameters, 
associated to the covariance of physical statements 
under time- and space-displacements, frame changes 
to relatively moving frames (boosts), and space rota-
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tions. In the Galilean case the parameters may be 
grouped according to 

(1) + (3) + (3) + t(3)(2), (Galilean) 

describing the separateness of translations and of boosts 
and of space rotations; while in the Lorentz group they 
fall according to 

(1) + (3) +1(4)(3), (OLT) 

expressing the separateness of translations and the 
connectedness of space rotations and boosts. Similarly, 
we shall narrow the projective group from 24 to a 
physically fundamental set of ten parameters; this 
allows room for exactly the one more universal constant 
b besides c. In this reduced projective scheme it will 
appear that all ten of the group parameters fall together 
in a simple and unified way into a type of single over 
all rotation, 

1(5)(4), (ELT) 

the rotation in question being one in the five-dimensional 
space of homogeneous coordinates. 

The projective transformations have, of course, a 
long history in geometry and to some degree in physics, 
as may be seen in the works of Cartan, Einstein and 
Mayer, Hlavaty, Hoffman, Kaluza, Klein, Pauli and 
Solomon, Schouten, Van Dantzig, Veblen, Weyl, and 
others, and are referenced in SChouten's3 and Veblen's4 
monographs. The physical thrust, starting from 
Kaluza,5 was toward an unification of electromagnetism 
and gravitation. The projective- geometrical considera­
tions have, however, seemed excessively general math­
ematically, while the physical interpretations have 
sometimes been opaque, and without recognition and 
development, so far as we have seen, of projective 
transformations as instruments for describing ab initio 
wider types of inertial frames (aside from questions of 
unification). The present discussion is wholly concerned 
with the latter point. 

EXTENSION OF INERTIAL FRAMES 

In an inertial frame in one space-dimension a free 
particle travels according to 

x =xo +vt. 
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Very simply and obviously we have that the fractional­
linear transformation 

x - af +Ahx' +Afot' t _ a6 +A6tx ' +A60t ' 
- 1 +afx' +a6t" - 1 +afx' +aQt' ' 

is sending x, t free- motion into x', t' free-motion, ow­
ing to the common denominator 1 + afx' + a6t'. We must 
understand then that the frame x' , t', an ElF, has to 
be reckoned as a genuine inertial frame, under the sole 
and sufficient criterion of the principle of inertia, that 
uniform straight-line motion be preserved. 

Calculating v' from the above indicated x' =x'(t'), 

It is to say that the ElF particle velocity depends not 
merely on the OIF velocity v but also on the origin Xo 
of the OIF motion. Consequently, two parallel straights 
x =xo + vt and x =xo +vt in the x, t plane go over into 
ElF straights, but not parallel ones, in the x', t' plane. 
It means that the notion of "rigidity" as ordinarily 
understood from affine thinking, where the preserva­
tion x-x=xo-xo is carried over into x'-x'=x6-x6, 
is being set aside (in some slight degree at least). 

From the inverse to the preceding transformation, 

1 _ al + Aux + Al0t tl _ ao + A Olx + Aoot x- , - , 
1 + alX + aot 1 + a lx + aot 

we may otherwise write the kinematical transformation 
rule for velocity, and also acceleration, 

, _ Allv +A10 - xl(a1v + 0'0) 

v - A Ol v + Aoo - t'(a 1v + 0'0) , 

,_ ~1- - v'A 01 - O'l(X' - v't') !!:i. 
a - A A '( )' a. 01v+ oo-t O'lv+O'O dt 

We can then rephrase the nonrigidity of the ElF trans­
formation in a different physical metaphor: The ElF ve­
locity at the world point x', t' in general depends explic­
itly on the location of that world point. There isn't any 
single relative OIF-EIF velocity, for the space of ElF 
is not in uniform motion en masse with respect to OIF, 
but is like a fluid flowing nonuniformly-vl is describing 
a velocity field, as in hydrodynamics; the affine "rigid­
ity" has gotten replaced by a "fluidity." This situation is 
of course symmetrical, one can interchange the roles of 
OIF and ElF in these, and in all statements. All the 
same, a = 0 means a' = 0 and vice versa, so both ElF 
and OIF observers must say, the one about the other, 
that the other is inertial if the one is so. The designa­
tion of the starting frame x, t as OIF, and of x', f as 
ElF is in fact gratuitous. 

Let us recall also the simple geometric meaning of 
the ElF or fractional-linear transformation. Take two 
intersecting planes and set up x, t coordinates in one 
and x' , t' coordinates in the other in any convenient man­
ner. Draw any straight in one and then project it into 
the other, using rays from any point (center of projec­
tion) external to both for the projection. Then the 
straight projects into a straight, and the coordinates 
of corresponding points (those linked by a ray from the 
center of projection) are connected by fractional-linear 
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transformation; an example is given belOW, see Fig. 1. 
Parallel straights in one plane, however, go over to 
oblique straights in the other-the book held near the 
candle casts a shadow on the desk that is a lopsided 
quadrilateral (but notice too how quickly this subsides 
into a very good parallelogram as the book is taken 
further away). The essential parametrization of the 
transformation is: one parameter for the angle between 
the planes; two for the location of the center of projec­
tion; two for the origin-location of x, t coordinate axes, 
and one for the orientation of these axes; and another 
similar three for x', t' axes. The eight a, A, 0' are 
built from these, and the vanishing of the denominator 
1 + O'lx + O'ot above is expressing simply that x' and t' 
have gone over to the usual projective-geometric "line 
at infinity, " owing to the rays from the center of pro­
jection being parallel to the x', tl plane. 

The OIF-origin-dependence of ElF-velocity, or the 
kinematical "fluidity," or the parallelism going over to 
obliquity, are of course all expressing the same thing 
about the ElF transformation. The point has been not 
only to characterize in simple ways the differences 
between OIF and ElF, affine and projective, but to draw 
sharply the issue that inertiality of frames on the one 
hand, and "rigidity" or ''fluidity'' of the transformation 
rules on the other hand, are separate and distinct Physi­
cal propositions. It is hard to imagine doing without 
inertial frames so far as can be seen. But is rigidity, 
after all, compulsory too? There can be no answer 
short of examining the alternative of fluidity. And since 
the latter includes the former and can be made as little 
different from it as desired, the issue is more exactly, 
not whether but in how far physical observation may be 
requiring rigidity or allowing fluidity. 

The transformation law 

,_ at +AiBXB Xi - 1 (i = 1,2,3,0) 
+ O'sxa 

is the general one now of ElF type that is being allowed 
to take us from Cartesians Xl' xz, X3 =' r and time t ='xo of 
one inertial frame to another (summation on repeated 
Greek index (3 from 0 to 3), involving in all 24 param­
eters aj, Ali' a;, with obvious restrictions for making 
r' and t' be three-vector and three-scalar. These gener­
al projective transformations moreover exhaust those 
preserving uniform straight-line motion, as is clear 
from a discussion of Veblen and Thomas6 and a particu­
larly stimulating one due to Fock,l which, however, 
entail complex calculations; a sketch of a very simple 
proof of the important fact of exhaustiveness is given 
in Appendix A. The inverse transformation is similar­
ly the ratio of linear forms with a common denominator 
throughout. The parameters a, A are dimensionally like 
those for ordinary linear transformations, e. g. , 
ao = (time) and al, 2,3 = (length), etc., making rl and t' 
length and time if rand t are. But the denominator ele­
ments call for some new characteristic length, so that 
for instance 

_ (]'r+aoct 
Cl'aXB - characteristic length' 

with dimensionless (], ao. 
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In an obvious condensed notation we can write 
x'-[A"a-a]x Then if x" = [D"d'O]x' is a second ElF - " . , , 
transformation, the rule of composition of the ElF or 
projective group is x" = [E; e; €] x with 

[E; e; E] = [D; d;o][A; a;a] 

[
DA + (da) D • a + d a + 0" A] 

- l+o'a ' l+/i'a 'l+/i'a ' 

where (da)iJ is diaj' Notice that if a = - /i 'A, the final 
transformation is [E; e;O] and x" is a linear function of 
x: That is, a pair of ElF transformations arranged in 
this way can be thought of as providing a kind of inter­
polative step in conducting a linear transformation; or, 
we can go from one OIF to another OIF via OIF to an 
ElF to a second ElF. 

It is noticeable too that the homogeneous type of ElF 
transformations, those with the additive terms ai, d j , ej 

omitted in the numerators, separately form a group. 
These are much simpler than the inhomogeneous type 
and give the starting point for extending Lorentz 
transformations. 

THE HOMOGENEOUS EL T 

First recall the ordinary homogeneous Lorentz trans­
formation (excluding spatial rotation), 

r'=cpv"r+yvt, t'=y(t+v'r/c2), 

l' = (1- v2 /c2)-1/2, CPv =1 + [(I' - 1)/v2]vv =1 + J3vv, 

with three-velocity parameter v. Now if valone is to 
characterize the corresponding ElF boost, one expects 
to represent it by 

, CPv' r + yvt 
r = -:-l-+--'h--:(v-'-"-, r---C)--'/ c--=b'-+--=-k-:-( c~t ):-::-b ' 

t' _ y(t+v 'r/c2
) 

- 1 + h(v' r)/cb + k(ct)/b ' 

or, say, r', t' =F(r, t; v), where hand k are dimension­
less constants depending at most on v2 /c2, and where b 
is some universal length on the same standing as the 
universal c. Introducing a second boost r", t" as 
F(r', t';v') we find the composition 

" (CPv" CPv + y'yv'vl c2
). r + (CPv" l' V + 1"1' v') t 

r = 1+(hv+h'v"CPv+ k'yv)r/cb+(k+h'yv"v/c2 +k'y)ct/b' 

tIt _ 1"1'(1 + v" v/c2) t + (Y'yv/c2 + y'v" CPv/C2) • r 
- 1 + (h v+h'v" CPv +k'yv) r/cb + (k+h'yv' 'v/c2 +k'y)ct/b 

The numerators give the usual composition rule for 
pure Lorentz boosts, 

CPv' . CPv + y'YV'v/c2 =R CPv'" CPv" yv + 1"1' v' = Ry"v", 

y"v" = 1"1' v + y'v" CPv, y"= 1"1'(1 +v' 'v/c2), 

with R being the usual space rotation attending the com­
bination of such boosts. We are now to require as well 

h"v" = (h + k'y) v + h'v' • CPv, 

kIf = k + k'y +h'yv' v'/c2
, 

if the ElF boosts are to compose properly into a group. 
The unique hand k ensuring this are simply 

h=y, lz=y-1, 

for this choice alone is compatible with the composition 
for y"v" and 1'". 

The homogeneous EL T then are 

r'- cpy'r+yvt 
-1+y(v'r)/cb+(y-1)ct/b 

t'- y(t+v'r/c2
) 

- 1 + y(v' r)/cb + (1' - l)ct/b 

forming a group in similar fashion to the homogeneous 
OLT and reducing to the latter for b - 00. The group 
altogether is comprising boosts and, inseparably, space 
rotations, with the projective denominator a rotational 
invariant. 

The inverse transformation follows from interchang­
ing r' and r, and t' and t while replacing v by - v, as in 
the case of OLT. For the transformation rule for 
velocities one finds now 
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dr' _ (CPv 'dr ) r'c (YV 'dr/dt 1) 
dt' - --;Jt+YV - b c2 +1'-

X[Y(l+ V':~/dt) _ c:' (YV"~r/dt +Y-1)f 

As remarked before, for fixed dr/dt this is not any 
fixed velocity dr' / dt' at all, but rather a field of veloci­
ties depending on world point r', t' location; yet again 
d2r' /dt,2 vanishes if d2r/df does. The ElF particle 
velocity dr' /dt' can therefore assume any value what­
ever, unrestricted by c. 

To the question what then is c, one must answer 
now that it has turned from being an electromagnetic 
constant to being a universal scale factor for velocity, 
as indeed b stands for a universal scale factor for 
length. The question clearly begets the counter-ques­
tion, what is the extended structure of electrOdynam­
ics-viz., how are Maxwell's equations to be widened 
so that they are (inhomogeneous-) ELT covariant in­
stead of OLT covariant? This will be discussed briefly 
below and more fully in a later report. So long as the 
extended inertial frames are at all admitted, electro­
dynamics as well as gravitation and other physical 
statements have to recognize both c and b from the 
start. An extension of space-time structure cannot 
but modify the way physical statements within that 
structure may be formulated. Of course b has evidently 
to be understood as very large, so that the b correc­
tions to physical statements are small. Parenthetically, 
as regards Einsteinian graVitation, not only would the 
central idea of elemental flatness of space-time by free 
fall into a local inertial frame have to be reconSidered, 
but also the possibility that gravitation and inertia could 
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y 

x,x 
y 

FIG. 1. Projective connection between q, p, p, for the geo­
metrical description of homographic space and time variables. 

be linked in a novel way, owing to the fact that b could 
be replaced by bX(a function of biro), with ro the gravi­
tational radius G'L,mlc2 of all the masses 'L,m of a 
complete self-contained system. Of course ro could be 
taken otherwise, but the universality of gravitation 
suggests that a total gravitational radius may have a 
preferred place while also giving an embodiment to 
Mach's principle. 

The distinctiveness of the common origin of r, t and 
r', t' frames above shows itself in that r=Vt implies 
r' = V'ti with 

i. e., the usual Lorentz velocity composition rule. In 
this case !V! = c means IV' ! == c, so this much of 
special relativity holds for rays passing through the 
origin. The transition to the Galilean limit goes either 
by b - 00 and then c - 00, or else directly in one step 
by c - 00. Reversely, there is no working up from the 
Galilean limit without the avail of both c and b measures. 

A simple geometric meaning for the homogeneous 
ELT comes from the intermediate homographic 
transformations 

- r - t 
r = 1 _ ctlb' t = 1 _ ctlb ' 

_, r' -, t' 
r = 1 _ ct'lb' t = 1 - cl'lb' 

which bring the homogeneous ELT to linear Lorentz­
like form 

r' = 'Pv' r +yvt, i' =y(i +v or/c2). 

Let us work in one space dimension for simplicity, 
x=xl(l- ctlb), etc. Now in Fig. 1 we illustrate a 
projective relation between points p(x, y) and p(x, y) in 
intersecting planes, done by rays emanating from a 
point q( Yo, zo) external to both. The transformation rule 
set by the projective link between p, p, and q is readily 
calculated to be 

- x 
x = 1- y tane(yo tane + zo)-t' 
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- _ yzo/cose(yo tane + zo) 
Y-l-ytane(yotane+z o)-l' 

Place q at (b, b) and take e = t7T as convenient (not nec­
essary or unique) choices and rename y as ct, and we 
have a geometrical picture of the homographies x == xl 
(1- cllb), t= tl(l- cllb). Thence in Fig. 2 we have the 
substance of the geometrical meaning of the homogene­
ous ELT: They are ordinary Lorentz transformations 
of homographic space and time variables x, t, as shown. 

The invariant line element 

and D' Alembertian 

a2 1 a2 
r,12_ 
L:J-a¥-?3P 

are easily written out in r, l as pointed out in Paper I. 2 

Let us observe further for comparison with later re­
sults the structure of the homogeneous-ELT-invariant 
free-particle action in these primitive variables, 

Ldt= - mc2 (1- [v(l- cllb) + rclbJ2
) 1/2 dt 

(1- ctlb)2 c2 , 

leading to the Hamiltonian 

_ 1 [2 4 2...2 ( I )2]112 P • rc/b 
H- (1-ctlb)2 m c +c l' 1-d b -l-cllb' 

or by canonical transformation back to r == r/(l- ctlb), 
and to p=p(l-ctlb), to the action principle 

of p' dr - (m2c4 + c2Jt)1/2 dt = O. 

In going to the inhomogeneous EL T one gets the com­
plete perspective of these statements, seeing in particu­
lar how the flatness of the r, t space-time of homogene-

Ib 

x' 

FIG. 2. Diagram showing the geometry of homogeneous ELT. 
The homographic space and time x and ct are first obtained 
projectively as in Fig. 1, with e = ,,/2 and y called ct. Then in 
the X, ct plane a Lorentz transformation is conducted to 
oblique axes x' and cft scaled in the usual Lorentz fashion by 
a scale factor (J = (l + v2 / c2)1/2 / (1 - v2/c2)1/2 and with the angle 
a = tan-Iv I c between ct, (Jct and between the X, ax' axes. so 
that x' =y~ - vf) and t' =y(t - vxl c). As the center of projec­
tion moves off from (b, b) to (00.00) the rays it sends off come 
in parallel and strike the ho rizontal and vertical planes sym­
metrically, so that these planes become replicas of one anoth­
er; then the oblique axes in the vertical plane express the 
usual QLT. 
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ous ELT comes about as a limiting case of a more gen­
eral situation. 

THEINHOMOGENEOUSELT 
The nature of the homogeneous ELT is best seen by 

going to homogeneous coordinates 

T T' R 
r=U' t= -' r' V' 

R' 
V" 

t'-- V" 

and further introducing 

R=X1,X2,X3; icT=X4; ibU=X5· 

Then the homogeneous ELT is 

" l;il [:::W -y~: :ll ~] ··l ~ J 
where now v is an abbreviation for vic, and I is the 
unit dyadic. The factor j.L is an arbitrary nonzero quan­
tity whose significance is merely to instruct that it is 
the ratios Xl,2,3,4Ix5 andX1,2,3,4IX£ that count-one re­
turns to the fundamental fractional-linear forms by 
writing 

j.LX~=wawXw (a,w=1, ... ,5), 

and then j.L falls away in 

Xf _ wiwXw _ Wiy Xy/X5 + WI5 

X~ - w5w Xw - w5y X yIX5 + W55 
(i,y=1, •.. ,4). 

The split notation above is convenient and unambiguous, 
and means for instance 

j.LR' = (I + (3vv) 0 R- iyvX4 + OX5 

j.LX~=iyvoR+yX4 +OX5 

j.LX£ =iyv °R+ (y-1)X4 + 1X5• 

The essential features of homogeneous ELT are at 
once visible from j.LX~ and j.LX£ and from the Lorentz 
rotation nesting in the upper left 4 x 4 corner of W, 

j.L(X~ - X~) =X4 -X5 

j.L 2(R,2 + Xi2) = R2 + xI. 

It is to say that, taking j.L 2 = 1, 

Q =Xi + X~ + X~ + X~ + 12(X4 - X5)2 = invariant 

under homogeneous ELT, where 12 is (so far) an 
arbitrary pure numeric, either positive or negative, 
whose meaning will appear below. Hereafter we will 
drop j.L. 

The rotation hiding here is brought out by a simple 
similarity transformation 

=N-1WL N. 

That is, NX' = wLNX with wL a Lorentz-like rotation. 
Hence (NX)' (NX) is invariant. This is Q above. 
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To go to inhomogeneous ELT is but a step along the 
same path: We take it as a fundamental hypothesis that 
the generality of ELT is defined through 

X' =N-l {general five-dimensional rotation}NX 

=N-1R5NX. 

This interjects into the projective geometry an element 
ordinarily considered foreign to it, namely a metric. 
But there is nothing which on principle forbids this, 
and it is clearly in point physically. The R5 will have 
ten free parameters in it owing to the orthonormality of 
its rows; and it will be evident that, on returning to 
the primitive fractional-linear transformations in x"" 
the inhomogeneous elements therein (corresponding to 
the space- and time-translations of OLT) become 
an integral part of the five-dimensional rotation group, 
not separable from the rest as in OLT. 

The five-dimensional rotation group on quite another 
basis, stemming from de Sitter's cosmological model, 8 

has otherwise come under study in both cosmological 
and elementary particle contexts. 9 As will be seen be­
low, when we consider the differential geometry asso­
ciated to ELT in ordinary space-time variables x'" as 
expressed for convenience in a suitable natural set of 
auxiliary variables ~l(X), ~2(X), ~3(X), ~4(X), we obtain 
a four-space of constant Gaussian curvature that de­
volves from a flat five-space of metric proportional to 

d~i+d~~+d~~-ld~412 ± Id~512, 

~5 = ~5(~1' ~2' ~3' ~4)' 
That is, we have to do with a de Sitter or so-called 
anti-de Sitter space signed by (1,1,1, -1, 1) or by 
(1,1,1, - 1, - 1), respectively. In a word, the de Sitter 
spaces of both kinds may be considered to be under­
girded by the projective group of ELT bearing the three 
intrinsic universals c, b, 1 and connecting to an extend­
ed class of transformations of free-particle motions. 
The undergirding will also show that the metric of 
space-time is best understood to be that for a Finsler 
rather than a Riemannian space, due to an inherent 
sign-ambiguity when one goes from Xl' X 2, X 3, X4, X5 
to ~l' ~2' ~3' ~4' The still larger group of projective 
transformations of 24 parameters, containing the in­
homogeneous ELT as a subgroup, of course goes be­
yond any five-dimensional rotation group, offering the 
most general basis for studying free particles. This 
will be deferred until ELT has been more fully charted. 

Returning to the construction of R5, a second simi­
larity transformation simplifies its explicit 
representation, 

For example, the Lorentzian WL above is 

The reason for introducing 5, Rt, wi is as follows. 
One basic (four-parameter) type of rotation in five­
space is 

Edward H. Kerner 1801 



                                                                                                                                    

ll+BUU Buuo -i~ l 
~t(u) = Buuo 1 +Bu~ iGuo , 

iGu -iGuo G 

G == (1- u",u",)-1/2, B == (G - l)/u",u", (a = 0, ... ,3). 

It is a five-dimensional counterpart of a Lorentz 
rotation 

[I ~ f3 vv - iy v ] 
zyv y 

in ordinary Minkowski four-space. The pOint is that 
<Pi above fits into the framework of ~t(u) (with uo, Uo 
=v,O), while <PL does not. The rotations in the X 4,X5 
plane by tIT and - tIT in S-l and S are needed to get this 
fit right. 

We may now take ~nu) with u, Uo = v, i1) to be the first 
generalization of ~t, with 1) being an abbreviation for 
1)/b = (new length parameter)/b. In unabbreviated 
notation 

To get the rest, recall how in four-space the Lorentz 
transformation is broadened to account for both space 
rotations and boosts, 

~ = General four- rotation 
4 in Minkowski space 

= [~3 0J [I~f3VV -iYV] 
° 1 zyv y 

where ~3 is an ordinary three-space rotation, specified, 
for instance, by Euler angles 8, C{J, I/J or say e for short. 
In similar but extended fashion we have to adjoin to 
~t(u) a general rotation in four-space. But we already 
have this in ~4 excepting for replacing v therein by a 
new vector triplet, 

RIle; ,;V, i")~ [:" : n [l;~" -:' ~] 
x II ::; 1i~::2 ~ i::] 
l iGv G1) G 

The' here is an abbreviation for (new three-vector 
length parameter ,jib and 

Putting everything together, the general ten-parameter 
ELT in inhomogeneous coordinates is 

The construction has been done so as to recover the 
homogeneous ELT for ~3=I and ',1)=0, and so as to 
produce the inhomogeneous ordinary Lorentz transfor­
mations when r', t' are finally expressed fractional­
linearly in r, t and the limit b - 00 taken. The details and 
an elaboration of infinitesimal general ELT are set out 
in Appendix B. 
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GEOMETRY, DYNAMICS, GROUP ALGEBRA 

Having introduced the homogenizing fifth coordinate 
U we must now get rid of it so as to work in the physical 
coordinates x",. The simplest way to do this is to divide 
the fundamental quadratic form Q by itself (or minus 
itself), 

R2 _ c2T2 - f2(bU - cT)2 
c 2T2 +fZ(bU _ cT)Z _ RZ 

= invariant = [[ctlb + f2 (1 _ ~~~b)2 _ (rib )2)172 ] 2 

[
ct/b] 2 [f(1-ct/b)]2 

- [lD2 - [)172 

or multiplying by f 2b2 and introducing 

rib ct/b _f(l-ct/b) 
p==flD"2' T==rJI72' (1= (]172 , 

we have 

f 2b2(p2 _ r - 02) = - f 2b2 = invariant. 

Also, differentially, it is seen that 

ds2 =f2b2(dP2 - dr - do2) 

is the fundamental metric interval invariant under ELT. 

We have arranged things so that for b - 0() the ds 2 

collapses to the line element 

(ds2 
)OLT = dx2 + dy2 + dz2 - c 2 dt2 

of ordinary special relativity. In the limitf2 -00 we 
obtain 

(dS)2 = [d (1 _ :t/b ) r -[d (l_C~tlb) ] 2 , 

which returns us to homogeneous ELT. In this case, 
but not generally, the space is flattenable as shown. 

Keeping to the general case, a Minkowskian ~4 ==iT and 
p == ~1' ~2' ~3 brings 

ds2 =f2b2(d~i +d~~ +d~~ +d~~ _ d(2) 

or owing to 

a = (1 + ~i + ~~ + ~~ + ~D1/2, 

we have in the space ~1' ~2' ~3' ~4' which is now the 
projective counterpart of the ordinary Minkowskian 
Xl' x2, X3, X4 = ict, the Riemannian metric 

ds2 
= g"'Bd~", d~B' 

glj = (liij - ~i~j/o2)f2b2, 

where now repeated Greek indices are summed from 
1 to 4. Thence we find 

gij = (Iii} + ~i~J)/ f 2b2
, 

Ig"B I = (a/f 4b4)2, 

[~J = (~I~~k - Ii(fo~k) f 2b2, 

{~} = ~i!~~k _ liij~k' 
For the D' Alembertian or wave operator there follows 
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1 [ 0
2 

0 ] =p:bI (O",e+~",~e)o~",o~e +4~y~ . 

The covariant curvature tensor is 

and is the same as 

- [g.ugu-gmllgIJ]/f 2b2 • 

Hence the space is of constant Gaussian curvature 
K = - 1/ f 2b2, as was clear from the beginning, the space 
being simply the surface of a type of five-dimensional 
sphere (going flat for f2 - 00). We can in fact introduce 
polar coordinates iJ, 1)1, X, cp in the five-space to hold us 
to this surfac e, 

~l-cosiJ, 

~2 - siniJ cos 1)1, 

~3 - siniJ sin1)l cosX, 

~4 - siniJ sin1)l sinx coscp, 

~5 = iU- siniJ sin1)l sinx sincp, 

and obtain (X being imaginary) 

ds2 = f 2b2(diJ2 + sin2iJ d1)l2 + sin2iJ sin21)1dx2 

+ sin2iJ sin21)1 sin2Xdc(2). 

The geodesics follow from 

=of Ad7=0, 

du = {; = 1: (p • dp _ 7) 
d7 U d7 ' 

which in dynamical terms are the extremals for the 
Lagrangian 

L=-mA, 

m = reduced mass parameter = (particle mass) 0 cfb. 

It is surprisingly cumbersome to bring out the rudimen­
tary fact that they are the straights d2r/dt?=0. A 
simpler way is to write 

t* = 0' 7 + yu 

such that 

(dt*)2 = d r2 + du2 

under 

0'2=1, y2=1, O'y+yO'=O, 

viz., t* is a little spinor, a sort of compound or twist­
ing time. Then immediately 
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dp -k*- k IT. dt* - - 0' t + Ynz, 

p = i(k*t* + t*k*) = kt 7 + k2u, 

r = k 1ct+ kzf(b - ct) = Ktt + Kz, 
where in the third line we naturally have had to take 
the symmetrized sum, as the integration gives ambigu­
ously k*t* or t*k*. 

The null lines similarly appear, 

( dP) 2 
dt* = 1, 

dp * 
dt* =n , 

P = i(n*t* + t*n*) = fit 7 + n2 u, 

r = fitct + nzf(b - et) = (fit - f n 2) ct + nzfb, 

(ni +ni = 1). 

Writing 

nt = at coso, nz = a2 sino, 

we have that the null rays are 

r = (at coso - f sino liz) ct + a2fb sino, 

and travel with speed 

u2 = (:n 2 = c2[1 + sin2 0(f2 - 1) - 2 f sinO coso cosiJ], 

where iJ is the angle between at and a2• The rays there­
fore are in anisotropic and inhomogeneous flight, know­
ing in their speed the starting point a2fb sinO = a2A2 and 
their orientation with respect to this starting point. 
For f2 negative, ° must be taken imaginary. In the OIF 
limit, b _00, we must understand that finite arbitrary 
starting points A2liz have to be allowed, requiring 0-0, 
so that u2 -c2• 

Let us go back to dynamical language and calculate 
the Hamiltonian consequent from L. Calling w the 
velocity dp/d7, the momentum conjugate to pis 

P = oL = m (w _ ~ p) . 
oW A u 

Inversely, 

A = [1 _ w2 + 0-2]t / 2 

= [1 - 72 + (1 _ r2) p2 /m2 + (p' p)2 /m2]-t/2, 

and in the 'ordinary way the Hamiltonian works out to 
be 

7 
-1=7 P'p· 

Under the canonical transformation 

p = (1- ~)t72' p= p(1 - r2)t/2, 

we obtain the new Hamiltonian 
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or with r= tanh"r we have 

15 jp'dp-Il'dT=O, 

Il' = (Wli + It + (p • P)2 Jl /2, 

w'=m sechT. 

Now the infinitesimal transformations in p, r varia­
bles of the ELT group are for infinitesimal E, ~, II, 8: 

time- translation type 

p-p (a-a-Er), 

space-translation type 

r-r, 

p-p+~a (a-a+p·~), 

Lorentz-rotation type 

p-p+llr (a-a), 

space-rotation type 

r-r, 

p-p-8'(JXp) (a-a), 

as follows directly from the primitive infinitesimal 
transformations in r, t variables given in Appendix B. 
The critical difference from OLT lies in the infinitesi­
mal addenda EO', ~a to the translations, which in OLT 
are, instead of type E, ~; the five-rotational character 
of the transformations is reflected in the transforma­
tions for a as well as p and r. All these transformations 
of course leave L dr invariant, and accordingly by 
Noether's theorem we find the corresponding conserva­
tion laws: 

m ( .) E= A 0'- ra =aH, 

m 
K= A (p-wr)=Hp- rp, 

L=pX ~ (w- ~ p) =pXp. 

This brings us also to the group algebra. The Lie 
generators corresponding to the infinitesimal ELT are 

a 
T=a­

or' 

a 
Pi =0' o~i' 

a a 
Ki=r~ +i;; or' 

LI =- (PX O~)I (i=1,2,3). 

Then the Lie commutator -brackets come out, 
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(T,KI ) = Pi' (Ki,KJ) = - Em Lk' 

(T,PI)=-Ki , (KI,PJ)=- Tl5 iJ , 

(T,LI)=O, (KI,LJ)=EiJkKk, 

(PI' PJ) = - EW Lk , 

(Pi' LJ) = EIJk Pk , 

(L i , LJ)=EIJkLk' 

and are distinguished from OLT in the failure of com­
mutability of any pairs of T, Pt, P2, P3, again reflect­
ing that the translations are a species of rotation. An 
important consequence is that the conserved momentum 
components Pt, P2, P3 cannot be made the canonical 
momenta in any Hamiltonian framework starting from 
p as canonical, as is otherwise evident from P = ap. 

Let us return to the fundamental differential invariant 
ds2, involving dP=d(r/b)/[ZJt / 2, etc. We see that when 

Z(x,y,z,t),=(~tr +f2 (1- ~tr -(~r 

'=u2 + f2(1_u)2 - ar 
goes from positive to negative values, ds2 does so too. 
The geodesics, the free particles, however are all the 
straights d2r/dtz = ° and ignorantly pass through the sur­
face Z = ° without hindrance; all of space-time is 
traversed by them. The quadric separator surface Z = ° 
may be rewritten 

(
r)2 f2 _ 2 ( f2) 2 b - 1 + f2 - (1 + f) u - 1 + f2 , 

and we may call the "interior" or "exterior" the regions 
Z> ° or Z < 0, correspondingly replacing the equal sign 
in the preceding equation by < or >. The separator is 
entirely controlled by f2 as shown in Fig. 3. 

The only simple way to avoid the jump in ds2 from (+) 
to (-) in, say, an infinitesimal step from the interior 
to the exterior across the separator, is to square ds2

, 

ds4 =f4b4(dp2 - drZ - daZ)2. 

This means we have to work in a Finsler spacelO rather 
than a Riemannian space, but a very simple one, loose­
ly the "square" of a Riemannian space. 

In dynamical terms we now have 

15 j LFdr= 0, 

LF'= - m[(1- w2 + (2)2Jl/4 '= _ m[n2 )1/ 4, 

whereupon 

_ oLF m(w- (a/a)p)n 
p= oW = (n2)3/4 , 

and then 

so that the Hamiltonian becomes 

r 
-~P·P. 
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ctl (=00 

~~ 
1 rib 

~,~ 

FIG. 3. Geometry of the separator surface for diffierentf2• 

Swing each figure around the vertical (ct/b) axis for a repre­
sentation of Z (x ,Y ,t) = O. For f2?: 0 the values of ~ are written 
in the "interior" region, while for f2 <0 they are written in the 
"exterior" region. The intersecting hyperboloidal sheets for 
l > 0 are collapsed into a disc having a hole through it, for 
~-oo, and go over with decreasing~ to form a cone for ~=O. 
Then as f2 turns negative, separate upper and lower hyper­
boloidal sheets are formed, with the lower sheet sinking away 
to - 00 as ~ - - 1, while the upper sheet becomes a paraboloid. 
As ~ falls below - I, the upper sheet bends round to close and 
become a prolate spheroid, then a sphere, and then an oblate 
spheroid which flattens finally for f2- - 00 to a disc occupying 
the hole in the starting~= 00 disc. 

Simplifying by the same canonical transformation to 
p, p as before, and again introducing T, W, 

HF ={(W2± [jiZ + (poWJ>2}1/4. 

That is, HF has eight branches 

HF =± (W2± [jiZ + (Iiop2])1/2 

± i(W2 ± [jiZ + (Ii' p)2])1/2, 

being the roots of the biquartic 

The more extended and simplified theory of a free 
particle based on the Finsler-type metric will be dis­
cussed in a forthcoming paper. 
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CONCLUSION 

In summary, it has been shown that there is a unique 
extension of the Lorentz group from being a ten­
parameter sector of the affine transformations to being 
(in one-to-one correspondence) a ten-parameter sector 
of the projective transformations, each sector preserv­
ing equally the uniform straight line motion of a free 
particle, with the projective extension of Lorentz trans­
formations containing besides c a new universal length 
constant b and going over to the Lorentz group for 
b - "", and with the proj ective extension coming from 
the group of rotations in the five-dimensional space of 
homogeneous space-time coordinates. 

A main question, on which hinges possible observa­
tional tests, plainly is the extension of the structure of 
field physics, especially electrodynamics, so as to 
make them extended-Lorentz covariant. The general 
outlines toward this are already clearly imprinted in 
the extended space-time structure itself. In the case 
of electrodynamics, one naturally starts with a projec­
tive type of five-potential A 1, A 2, A 3, A 4, A5 and current 
density J 1, J2, J 3, J4 , J5 that are posited to transform 
as do the homogeneous coordinates Xl' X 2, X 3, X 4, X5 
of space-time [(NA)2 and (N J)2 invariant] and proceeds 
to get rid of the homogenizing A5 and to go to A, icp 
plus a nonindependent fifth i1/J or A 1, A 2, A 3, A 4, A5 
with ~;n fixed, as in the transition earlier to p, iT, i(J 
= ~1' ~2' ~3' ~4' ~5 with ~ ~~ fixed. Similarly, J5 is 
~isp.?se~ of _by ~oing to a nonindependent quintet 
jl' jz, h, h, j5: 

A,A4,A5={[CP2+f2(Kb~CP)2_A2]1/2' rltn' i
f
?ji7/)} 

XfKb 

':' -: -: _ { j icp if(lIb - C P)} 
],}4'}5- «cp)2+f2(lIb_cp)2_j2]i72> nm' []172 

Xfllb. 

Besides the nonlinear composition of field and source 
quantities, it is noticeable that one more specifically 
electromagnetic constant (apart from c and b) in addition 
to charge is required, for the sake of integrity of physi­
cal dimensions. Namely, we have writtenA5 =ibKV, 
J5 = ib II W to dehomogenize to 

A &=A icp = (charge/length), 
V' V ' 
J ~ =j, icp = (charge/length2 

0 time), 
W' 

and we must accordingly require 

K = (charge/length2), 

11= (charge/length3 • time). 

Here the (length) cannot be taken to be b as it is neces­
sary that K, II remain of nonzero size for b - "", in order 
that extended electrodynamics fall back into ordinary 
Maxwell theory in this limit. Hence, one further in­
trinsic electromagnetic quantity besides charge must 
enter, sayan electromagnetic length t., so that K, II can, 
for instance, be written as numerical multiples of 
e/t.2, ec/t.4• The pure electromagnetic field, corre­
sponding to that of the source-free Maxwell equations, 
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recognizes interiorly the existence of charge, whereas 
ordinary source-free electrodynamics has internally 
to do exclusively with e. That is, besides e and b in­
herent in space-time, the field knows K and the source 
II, and electrodynamics rests on two essential internal 
parameters. 

The ELT covariant electrodynamics may be formu­
lated on the base of constrained ~i' AI, );, and in other 
ways, as will be discussed in a report in preparation. 
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APPENDIX A 

To see the kernel of the simple proof that the projec­
tive transformations are necessary for preservation 
of straights, let us consider the one-dimensional case 
and first allow an undetermined functional connection 
between x', t' and x, t, 

x' =F(x, t), t' = G(x, t). 

Then 

• a a a 
D=x-=v-+-ax ax at' 

and secondly 

~~' =[ ~~ a: (~~) +D (g~) J ::,. 
For dvl dt = 0 to imply dv' I dt' = 0 and reversely, means 
requiring 

D (DF) =0 
DG ' 

where in D the velocity parameter v is constant but 
arbitrary. The general first integral is 

DF _ vFx+Ft _ ( ) 
DG = vGx + G

t 
- M x - vt, v • 

Since the left side is fractional-linear in v, M must be 
so too, 

_ a 1 (x - vt) + a 2v + a 3 _ (a z - ajt) v + ajx + a 3 = ~ 
M - at (x - vt) + azv + a3 - (az - ati) v + ajx + a3 - M2 . 

Moreover, the Jacobian FxGt - FtGx of the transforma­
tion is not to vanish, so neither must 

(a 2 - a j f)(al x + a3) - (a2 - al t )(a tx + ( 3)· 

Going to 

DF=i'vlDG 

and integrating again, 

F-MG=E(x-vt,v). 

Once more the left side is fractional-linear in v so 
E has to be of the form 

E = Pj (x - vt) + P2 v + P3 = (pz - PIt) v + PIX + P3 = §.1 . 
b1(x - vt) + b2v + b3 (b z - btt) v + b1x + b3 E2 
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Thence, 

FMz - GM1 _ §.1 
M z - E z ' 

On cross multiplying and equating coefficients of like 
powers of the arbitrary v, one sees after a short cal­
culation that F and G are wholly restricted to being 
general fractional-linear forms with common denomi­
nators. The proof in three dimensions goes the same 
way. 

APPENDIX B 

Dropping the three-space rotation, we find by multi­
plyingN-1S-1P4(t)Pt(u)SN, and returning to r',t', r,t 
variables, the inhomogeneous ELT in fractional-linear 
form, 

r' = {[CPc' CPv + BFT/I;v] • r 

+ [(G - fBT/ ) CPt' v + (jF(l- BT/z) - FG) 1;] et 

+ [B1JCPv 'v- F(l- BT/2)]fb}!A, 

t' = {G(l + ftI) t + Gv' ric - fbGT/le}! A, 

A = [F(l - B1J2) - FB1Jv'l; - fGTJ] + [(fG - FBTJ) v 

- PI;' CPv] 'r/fb + [G(l +ftI) - F(l- BTJZ) 

+ FB1Jv'l; - rlFG(1; 'V - TJ)] ctlb 

(cpc=l+Al;l;, CPv=l+Bvv), 

where v, 1;, 1) are the abbreviated ones standing for 
vic, I;lb, TJlb. Whenf is imaginary, I; and 1) are to be 
taken imaginary. 

For b - 00 we obtain (/3 and y having their OL T 
meanings) 

r' = CPv' r +yvt+ftI/3cv - ft, 

t' = y(t + V' r/eZ) - fYTJlc, 

here (and below) in nonabbreviated quantities, v 
= velocity, t = displacement, TJ = length. Hence the 
recovery of the inhomogeneous Lorentz transformations. 

The separate infinitesimal transformations are: 

time-translational type (1/ infinitesimal, l; and v zero) 

r'=r-r b; [(1+f Z)u-f2
], 

u'=u- b; [jZ(u_l)z+uZ]; 

space-translational type (t infinitesimal, TJ and v zero) 

!;'r 
r'=r+rr1 ---,;r- +ft(u-l), 

I;'r 
u'=u+uf-1 -;:r ; 

b 

Lorentz-rotation type (v infinitesimal, I; and TJ zero) 

1 b r' = r - - r v • r + v - u 
bc e ' 

v'r 
u'=u- -- (u-l) 

be ' 

where u stands for ctlb. The infinitesimals E, :\, II in 
the text are -TJlb, -tlb, vic. 
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The high conductivity limit in mean field electrodynamics 
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An attempt is made to resolve conflicting views on the reliability of first order smoothing theory when 
applied to electromagnetic induction of magnetic field by a turbulently moving conductor, in the 
astrophysically most interesting case of large microscale magnetic Reynolds numbers. 

The ensemble mean, (B), of the magnetic field, B, 
in a uniform conducting fluid moving with the nonrela­
tivistic velocity, u', is governed by the mean induction 
equation1 

(1) 

where t = (u' x B') and B' = B - (B) is the fluctuating part 
of B. It is governed by 

ilB'/ilt = V x (u' x (B) + G') + 1JV2B'. (2) 

where G' = u' x B' - t. It is the objective of mean field 
electrodynamics to use (2) to express t as a linear 
functional of (B). Then (1) is a closed equation for the 
mean field, which may be studied in isolation from B'. 

The computation of t is simplest when G' = 0, an ap­
proximation sometimes called "first order smoothing 
theory," or FOST for short. Roberts and Soward re­
cently attempted to delineate parameter ranges in which 
FOST might be safely used. 2-4 The four terms in (2) are, 
respectively, of order B'/T, U(B)/L, UB'/L, 1JB'/L2, 
where Land T are length and time scales typical of B', 
and U is the rms turbulent velocity. It might at first 
sight be thought that G'(~UB'/L) would be negligible if5,6 

Et'=uLI1J«l, orE2=UTIL«1, (3) 

(or both), and that B'I (B) would then be of order El or E2, 
respectively. In particular FOST would seem to be valid 
in the astrophysically interesting case of large micro­
scale magnetic Reynolds number a2TI1J(=EtE2) provided 
€2 «1. Roberts and Soward saw however, that in this 
case B'/(B) would, no matter how small initially, be 
ultimately7 of order E1E2(» 1), and that the contribution 
to (2) of G' would then not be negligible compared with 
that of u'x(B). They argued that FOST was justified8 

only when €1 «1 and E1E2« 1, and implied that the excel­
lent account given by FOST of, for example, solar 
electrodynamics was fortuitous (see, for instance, 
Refs. 9 and 10). 

It seems to us that Roberts and Soward were mis­
taken, and for a somewhat subtle reason, adumbrated 
earlier by Steenbeck and Krause. 9 It is true7 that, when 
€2« 1 and E1E2 »1, the rms magnitude of B' is large 
compared with (B), but this is irrelevant. In computing 
[it is only B~or, the part of B' correlated with u', that 
is required, and this is of order E2(B), i. e., it is small 
compared with (B). Thus FOST is reinstated for ranges 
(3), broader than those envisaged by Roberts and 
Soward. As an unintentional side effect, their area of 
disagreement with Lerche and Parker is exacerbated. 2-4 
The main issue is of course the astrophysical one. The 
remainder of this note presents the argument, in a 
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more complete form than Steenbeck and Krause. 9 

In the interests of economy, the space arguments 
will be suppressed, and x, ~, x+~, ~ - ~', etc. should 
be understood below to be respectively implied by time 
arguments t, r, t+ r, r- r', etc. We will use the sum­
mation convention, and the abbreviations 

tl.=illar-1Jv2 , Vi=illa~i' 

We wish to contrast (2) with two equations obtained from 
it: 

tl.(u;<t)Bj(t + r» - Eik/E/mn V k(uHf)u:"(t + r) B~(t + r» 

= EmElmn Vk[(uf(t)u:" (t+ r»(Bn(t+ r»], (4) 

tl.(BHt)Bj(t + r» - EjklEI mil V k( BHt)u:,,(t + r) B~(t + r» 

= EmE/ .... V k[ (BHf)u:,,(t + r»(Bn(t + r»]. (5) 

The advantage of (4) over (2) is clear. While (4) is an 
equation that can yield directly the quantity, [, of inter­
est, (2) governs B', a quantity not directly relevant 
to (1). SupPOSing that (3) is true, and justifies the 
neglect of the triple correlation in (4), we may solve 
that equation without difficulty. Since (uf (t)Bi (t + T» - 0 
as r-- "", we obtain 

(uHf) Bj(t + T» 

= 1.: dT' J d~' G(T - T') Eik/E / .... V~[Qim(T')(Bn(t + T'»], 
(6) 

where Qlm(r) = (Ui(t) um(t + T» is the two- point two- time 
velocity correlation tensor and G(T) = (41T1Jr)-3/2 exp(- ~2 I 
41JT) is the Greens function of the diffusion operator, tl.. 

The velocity correlation Qim(T') in (6) is negligible 
when I r' I;? T, and when I~' I ?: L. Thus, (ufBj) is effec­
tively zero for r< - T, and for larger T we may, with 
little error, replace the limits of T' integration in (6) 
by - T and min(T, T), while confining the ~' integration 
to the interior of I ~' I = L. Specializing now to the high­
conductivity limit L2 »1JT, we see that if 0 < T:S L211J 
the Greens function G(T- T') is effectively o(~ - ~'). 
Equation (6) therefore shows that, for ~ 'SL, 

(uHf) Bi(l + T»'" (UT IL) U(B), (7) 

and 
tl.(uf(t) Bj(t + T» '" (il/ilr)(uHt) B/(t + T» 

'" (u/(t) BW + T»IT, (8) 

these quantities being essentially zero for ~?: L. Thus, 
when UT IL «1, the correlation (ufBJ) is small com­
pared with U(B), despite the fact (see below) that, 
when U2T/1J» 1, ($'2»112 is large compared with (E). 
Estimate (7) shows that 
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I (u/ (t)u~(t + r)B~(t + r» I < U I (u~(t + T) B~(t + r» I 
"" (u3T/L)(B), (9) 

so that by (8) the term involving the triple correlation 
in (4) is indeed much smaller than the first term on the 
left-hand side of (4), so justifying a posteriori the 
application of FOST. We may also observe that, for 
T»L 2/11, G(T- T') and therefore (u:Bi) will decrease as 
r-31 2. The correlation (7) has the magnitude there indi­
cated during an entire Ohmic decay time L2/11, defined 
by the correlation length. 

We may apply very similar arguments to (5) and 
establish in a parallel fashion that the term involving 
the triple correlation (BHt)u~ (t + r) B~(t + T» is likewise 
much smaller than tl.(BHt) Bi(l + T» "" (iJ/iJr)(BHt)BJ(t + T». 
However, the consequences of (5) for (BHt) Bi(t + T» are 
then surprisingly different from those of (4) for 
(uHt) BJ(t + T». Analogously to (6), we obtain 

(Bf(t)Bi(t + T» 

= i: dT' J d~' G(T - T') Em E,m 

X v~[ (B[(t)u~(t + T'»(Bn(t + T'»]. (10) 

The crucial difference in the estimation of the integrals 
(6) and (10) arises from the difference in behavior of 
the two-point two-time correlations. Whereas Qlm(r') 
in (6) is effectively nonzero only for - T.;; T' .;; T, 
(B:u~) is, as we have seen, nonzero in - T.;; T' .;; L2/11, 
an interval large compared with T in the high conduc­
tivity limit. Using (7) and following arguments similar 
to those given below (6) we find that, for I ~ I :5 Land 
ITI.$L2/11, the integrand of (10) is of order U2T(B)2/L2 
over a T' interval of order L 2/11. In particular, for 
~ = T= 0 we obtain 

(11) 
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This is the basis of the statement made earlier that, 
when 02T /11» 1, (B,2> will be large compared with (B)2. 
Again, an a posteriori comparison of the terms in (5) 
suggests that the application of FOST to (5) was justi­
fied even though, paradoxically, (11) confirms2 that that 
approximation could not be made in (2). 
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It is shown that certain nonvacuum solutions of Einstein's general relativistic field equations are analytic 
space-times, i.e., an analytic atlas exists with respect to which the components of the metric tensor, and 
all material fields are analytic functions. The two specific cases discussed here are interesting from an 
astrophysical point of view. The first is the class of space-times containing a source free electromagnetic 
field: the exterior of a charged black hole, for example. The second is the class of space-times filled with a 
rigidly moving perfect fluid, often used to describe the interior of a rotating star. 

1. INTRODUCTION 

Muller zum Hagenl,2 has shown that every stationary 
vacuum solution of the Einstein field equations is ana­
lytic, i.e., there exists an analytic atlas with respect 
to which the components of the metric tensor field are 
analytic functions. His result has proven to be a useful 
tool for the study of space-times of astrophysical 
interest, e. g., the exteriors of rotating stars or black 
holes (see Refs. 3 and 4). The purpose of this paper is 
to extend those results to certain nonvacuum space­
times which have possible astrophysical interpretations. 
The case of a space-time which contains a source-free 
electromagnetic field includes the charged black hole 
solutions. Hawking,4 in his proof that stationary black 
holes are axisymmetric, uses the analyticity of the met­
ric tensor. The result presented here, therefore, makes 
his argument rigorous for the case where electromag­
netic fields are present. The other case presented 
here, space-times containing a rigidly moving barytro­
pic fluid, is often used to model the interiors of rotat­
ing stars. 

2. BACKGROUND 

Analyticity of these space-times is demonstrated by 
showing that the functions which describe the geometry 
and the configuration of the matter satisfy systems of 
elliptiC partial differential equations. A theorem of 
Morrey 5 is then recalled which guarantees the analytic­
ity of such functions. Several definitions and results 
implied from previous work will be required to effect 
these proofs; they are simply listed in this section. 
Discussion and proofs of these points may be found in 
the references, 1,2,5 

Definition: A coordinate chart in a stationary space­
time M is said to be stationary and harmonic if (a) the 
components of the time like Killing vector are given by 
1'/'" = og; and if (b) the Christoffel connection satisfies 
r~vK"v=O, (0',/3,'" =0, 1, 2, 3). 

Definition: A function f(x) is said to be Holder contin­
uous of order ° < /J. < 1 (C"), on some domain D, if 3 a 
constant K, such that" x, y ED, If(x) -f(v) I <K I x - y I" , 

Lemma 1 (Muller zumHagen): Assumptions: A 
space-time M is Cn

+
2 for integer n'" 2. It contains a 

globally time like vector field, 71", which is Cn
+

1
• The 
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metric tensor is cn. Assertions: In a neighborhood of 
each point xEM there exists a stationary harmonic 
coordinate chart which is Cn+", ° < Jl < 1, related to the 
Cn

+
2 charts on M. 

Lemma 2 (Muller zum Hagen): Consider a stationary 
space-time M in which the components of the metric 
tensor are analytic functions of the stationary harmonic 
coordinate systems at each point. The the stationary 
harmonic coordinate charts form a basis for an analytic 
atlas on M. 

Definition: A system of second order partial differen­
tial equations, <I>A(X"',JB, oo:oJB) = ° (A, B = 1, 2 ... , N) is 
said to be elliptic in some domain D if 't/ x'" ED and 't/ 
vectors ;\"'*0, 

Oi-det{B ;\"",8 [~<I>A(xr,yC,y;,y~,)J} , 
a,8 uy 0:8 

evaluated at VB =fB, Y! = Ci alB, and Y!8 = Ci"c8fB. 

Theorem (Morrey): Assumptions:f B is a function 
which is the solution of the system of elliptic differential 
equations, <I>A(x",JB,a,.fB,o"oJB)=O, (A,B=1,2 ..•. N) 
on some domain D. fB is of class C2.", ° < J1 < 1. The 
functions <I>A (x", yB, y!, Y!a) are analytiC in the variables 
(x", yB, y!, y!8)' Assertion: The functions f B are analytic 
on the domain D. 

3. ELECTROMAGNETISM 

The electromagnetic field is described by the vector 
potential A". In a source-free space-time, the field 
equations which govern A" are 

(The Lorentz gauge condition has been adopted, 'V "A" 
= 0.) These fields are themselves sources for the 
gravitational field, via the Einstein equations 

(1) 

R"a = (2KV~6~6~ - k"al5""KV~)('V "A. - 'VvA,,)('VrrA~- 'V/ Acr)· 

(2) 

These space-times are called stationary if there exists 
a globally timelike vector field 71'" which satisfies 

L"A"=71"'V~A" -A"'V~1'/"=O. 

L"g ,,8 = 'V ,,1)8 + 'V81'/" = 0. 

For space-times described by Eqs, (1)-(3) we will 
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derive the following: 

Proposition 1: A stationary space-time M is assumed 
to contain a source-free electromagnetic field, de­
scribed by Eqs. (1)-(3). If Mis C6

, the components of 
the Killing vector field 1)'" are CS

, the metric tensor 
g <>~ is C4

, and the vector potential A'" is C3
, then M 

admits an analytic atlas with respect to which g "a and 
A" are analytic functions. 

Proof: In a harmonic coordinate system the components 
of the Ricci tensor, and the D'Alembertian of a vector 
field may be expressed as, 

R0I8= ig"vo"ovg"a +B",a(g, og), (5) 

V"V"A"=g"Vo"ovA'" +R~A" +C"(A, oA,g, og). (6) 

The functions B "a and COl are functions only of the 
metric g"a, the vector field A"', and their first deriva­
tives. Equations (1) and (2) may be rewritten in har­
monic coordinates [using Eqs. (5) and (6) ] to obtain, 

g"Vo "ovg"a =B~a(g, og,A, oA), 

g"Vo"iJVAOI = C'OI(g, og,A, ClA). 

(7) 

(8) 

When a stationary and harmonic coordinate system 
(existence is guaranteed by Lemma 1) is assumed, Eqs. 

(3) and (4) may be rewritten as 

ooA"=O, oogOlB=O. 

In these coordinates, the operator g"viJ"ov may be 
replaced by giiOjOj , with i,j=I,2, 3, in Eqs. (7) and (8). 
Since gU is a positive definite matrix, Eqs. (7) and (8) 
are elliptic systems of differential equations for A 01 

and gOiB' Morrey's theorem guarantees the analyticity of 
A <> and g "B with respect to the stationary harmonic 
coordinate charts. Lemma 2 guarantees the existence 
of an analytic atlas for M. • 

4. FLUIDS 

Perfect fluids are described via the Einstein equations, 

(9) 

The energy density of the fluid is p, the pressure is p, 
and UOi (UOI II", = - 1) is the four-velocity, tangent to the 
world lines of the fluid. The fluid under consideration 
here is assumed to have an analytic barytropic equa­
tion of state, 1. e. p(P) is an analytic function of the 
pressure. Also, the fluid is assumed to be moving 
rigidly; this condition is given by, 

(10) 

The stationarity of these space-times is expressed by 
the existence of a time like vector field 1)01, satisfying 
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Eq. (4) and, 

L~UOl = 1)"V ,,1.1" - u"V" 1)'" = 0, 

L~p=1)"V"p=O. 

(11) 

(12) 

For these space-times, the following proposition holds: 

Proposition 2: A stationary space-time M is assumed 
to contain a rigidly moving barytropic fluid (with analyt­
ic equation of state). 6 If M is C 7

, the components of the 
Killing vector field 1)'" are C6

, the metric g"B is C5 and, 
the pressure p and the four-velocity 1.101 are C3 , then M 
admits an analytic atlas with respect to which g"a' p, 
and 1.101 are analytic functions. 

Proof: Equations (9) and (10) and the fact that the fluid 
is barytropic imply that the following relationships are 
satisfied: 

VOIV"P = - VOI(p + p)uaVau Ol + (p + P)(uOluBR OIa - V ",liB VBUOl) , 

(13) 

V"V OIUB = (u"'11 "u".)(VBUOI - 'I101UB) - UB(V"lIv)(VVU"). (14) 

Equations (9), (13), and (14) form a system of second 
order differential equations for the functions g OIa' u"', 
and p. These equations may be written in a stationary 
harmonic coordinate system, in analogy with Eqs. (7) 
and (8), 

gUo jO jP =A(p, g, og, u, au), 

gijo;l!JjuOl=BOI(P,g, og, Ii, au), 

gijOjO jgOlB = C OIa(P, g, og, u). 

These equations form an elliptic system, thus the 
theorem of Morrey and Muller zum Hagen's lemma can 
be applied to complete the proof. _ 
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The solution of steady, one-dimensional half-space multigroup transport problems with degenerate 
anisotropic scattering is obtained for L, sources and incident distributions. The solution is expressed in 
terms of contour integrals of the resolvent operator (X I - K) -', where K is the "separated" transport 
operator. The connection between this method and the singular eigenfunction method is briefly discussed, 
and the half-space albedo problem is treated in detail. This problem reduces to obtaining the Wiener-Hopf 
factorization of the dispersion matrix, hence to solving two coupled nonlinear, nonsingular matrix integral 
equations. 

I. INTRODUCTION 

The one-dimensional multigroup transport equation, 
which has been studied extensively in the past decade, 
has recently been solved1 ,2 by the application of resol­
vent operator techniques first applied to the one-speed 
equation. 3 Although Refs. 1 consider only isotropic scat­
tering, Sancaktar2 has extended the analYSis to include 
scattering matrices C(fJ., s) which are separable as a 
matrix product C(fJ.)L(s). 

The analysis of Refs. 1-3 leads to singular eigen­
function expansions and is restricted to the case that 
the interior source and incident distribution are Holder 
continuous in the angular variable fJ.. However, we ex­
pect that these expansions can be extended to the much 
larger class of Lp functions for p > 1.4 In a related 
paper,5 the solution of the one-speed equation is obtained 
in the physically natural Ll space by employing a con­
tour integral method rather than the singular eigenfunc­
tion formalism. 

In the present paper, we extend the analysis of Ref. 
5 to one-dimensional multigroup transport problems in 
Ll with an anisotropic scattering matrix of the form 

M 

C(fJ., s) = ~ An(fJ.)Bn(s). (1. 1) 
n=1 

We are able to exploit the technique of Ref. 2, the sepa­
rable kernel case, by noting that this degenerate sum is 
in fact a separable matrix product of nonsquare matri­
ces A(fJ.) . B(s) (cf. Sec. III). However, we shall use a 
contour integral method to obtain Ll solutions rather 
than construct singular eigenfunction expansions of solu­
tions for Holder-continuous interior sources and inci­
dent distributions. We do this for two reasons: First, 
Ll is the natural space in which to solve transport prob­
lems; and, second, the singular eigenfunction formalism 
is notationally very awkward for the present problem. 

Aside from the fact that Ll solutions to multigroup 
transport problems have not previously been construct­
ed, the degenerate scattering matrix C, defined in (1. 1), 
has hitherto been analyzed with only partial success. 6 
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This is because previous results were expressed in 
terms of a matrix Riemann-Hilbert problem which, 
except for very sepcial cases, has never been solved. 
But the contour integral method employed in this paper 
depends upon the solution of a different problem, name­
ly the Wiener-Hopf factorization of the dispersion 
matrix ~(z). This factorization has been derived by 
Mulliki~ 7 and it is this recent result which has sparked 
the current flurry of activity in multigroup neutron 
transport theory. 

The plan of the present paper is as follows. In Sec. 
n we express the solution of a half-space transport 
problem in terms of a contour integral of the resolvent 
operator (Al - K)"l around the spectrum of the" separat­
ed" transport operator K. Then in Sec. III we construct 
the resolvent operator explicitly. In Sec. IV we intro­
duce the analysis necessary to the solution of half-space 
problems, i. e., the extension of a function h(fJ.) defined 
on (0, 1) to Eh(Il), defined on [-1,1), in such a way that 
(ill - K)·l Ell is analytic in A for ReA < O. (This is just 
the extension operator E of Refs. 1-3. In fact E has a 
physical interpretation as the" reflection" operator.) 
It is in this section that the Mullikin factorization, re­
ferred to above, is used. This factorization is presented 
in detail in Appendix A; it is expressed in terms of the 
(numerical) solution of two coupled, nonlinear, non­
singular matrix integral equations. 

In Sec. V we treat the half-space albedo problem in 
detail. In particular, we take the contour integral solu­
tion of Secs. 2-4 and cast it in a form which explicitly 
indicates the dependence of the solution on the continu­
ous and the discrete spectrum of K. We then consider 
this expression for the special case of one-speed, iso­
tropic scattering, and show that it reduces to a form 
which was derived previously for the solution of this 
problem. 5 The simple connection between this form and 
the singular eigenfunction form of the solution is then 
briefly discussed. 

In Appendix B, we fully describe the domain of the 
transport operator defined in Sec. II; this domain is a 
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dense subspace of the Ll space which is physically ap­
propriate for neutron transport problems. 

The analysis presented here cannot be considered 
completely rigorous from a strict mathematical point 
of view, since many lengthy technical details involving 
interchange of orders of integration and differentiation, 
etc., are omitted. The full analysis, if included, might 
double the length of this paper without enhancing its 
physical content. 

II. CONTOUR INTEGRAL SOLUTION 

We consider the following neutron transport problem: 

Il ~;~ (x, Il) + Ll/J(x, Il) - ill C(Il, s)l/J(x, s) ds 

= q(x, Il), x> 0, - 1"" Il "" 1, 

l/J(O, Il) = l/Jo(ll) , 0 < Il "" 1, 

0= limq(x, Il) = lim l/J(x, Il). 
X"'+OO 

(2.1) 

(2.2) 

(2.3) 

In these equations l/J is an NX 1 vector whose components 
represent the neutron angular density in N velocity 
groups; L is an N xN diagonal matrix whose diagonal 
elements a i satisfy: 1 = al "" aa"" .•• "" aN, with a; repre­
senting the total cross section in velocity group Hi"; 
C(Il, s) is the NXN scattering matrix which is Holder 
continuous in Il and s; and l/Jo and q are nonnegative 
NX 1 vectors representing the incident distribution and 
sources respectively. 

We require 

then the total number of neutrons per unit cross sec­
tional area which enter the half-space through its bound­
ary x = ° in a unit time interval is finite. For a similar 
reason, we require 

N 

~ fo~ nq(x, Il)dlldx<oo. 

We seek a solution <jJ of problem (2.1)-(2.3) which 
lies in X, the Banach space of NX 1 vectors f(x, Il), de­
fined for x'" ° and I Ill"" 1, and satisfying 

N 

Ilfll =21T L 1" J.~ If;(x, Il) I dlldx < 00. 
;:1 0 

Among all the Lp spaces, this is the phYSically natural 
space for the transport operator since 1Il/J1l represents the 
total number of neutrons per unit cross sectional area 
of the system. We note, by the conditions imposed in 
the previous paragraph, that q E X. 

We require the half-space x", 0 to be subcritical. Thus 
there cannot exist a solution of (2. 1) which is indepen­
dent of x for q = 0. 

We proceed by rewriting equation (2< 1) as 

ill/J 
Il ax (x, Il) + L<jJ(x, Il) =- Ilqo(x, Il), (2.4) 

where 
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(2.5) 

and where L : X - X is the bounded operator defined by 

Ll/J(x, Il) =Ll/J(x, Il) - n C(Il, s)l/J(x, s) ds. (2.6) 

In Sec. III we shall show that for a degenerate kernel C 
of the form (1. 1), for which the half-space x ~ 0 is sub­
critical, the operator L-1 

: X - X exists and is boundedo 
Thus, we may define an operator K by 

(2.7) 

The domain and range of K are not X, but instead the 
larger Banach space Xl defined as follows: 

Xl ={g(x, Il) I Ilg(x, Il) EX}, 

N 

IIgll1 = 21T ~ fo" J.~ I Ilgj(X, Il) I till tix. 
,:1 

It is trivial to verify that K: Xl -Xl is a bounded op­
erator. Also, by (2.5), qo EX1 and so (2.4) may be 
written in terms of K as 

ol/J 
K -=;- (x, Il) + l/J(x, 11) = Kq o(x, 11). 

uX 
(2.8) 

In Sec. III we shall prove that the spectrum of K con­
sists of the line segment [- 1, IJ plus certain discrete 
eigenvalues. We require that none of these eigenvalues 
be purely imaginary. (Kuscer and Vidavs have shown 
that for a moderator with continuous energy dependence, 
the reciprocity relation implies that the space eigen­
values-i. e., the point eigenvalues of K-are all real; 
see Fig. 1.) 

Now we shall construct a solution of the transport 
problem (2.8), (2.2), and (2.3) using a method which 
is suggested by the operational calculus for operators 
in a Banach space. 9 Although the procedure may seem 
cumbersome, it is actually straightforward. The key 
idea is to express the solution as an integral, around 
the spectrum of K, of the resolvent operator (>V _ K)-l 
acting on an undetermined function f(x, {.l, A). We then 
solve for f and express it in terms of the problem data. 
Following this procedure, we write 

l/J(x, {.l)=-2
1

. (>V-K)"lf(X, {.l, A)dA. 
1Tl Jr 

(2.9) 

Here r = 1'- u r+ is a closed curve enclosing the left and 
right halves of the spectrum of K, as indicated in Fig. 
1. (!' intersects the ReA axis at an angle between ° and 
rr /2.) We require f, which is to be determined, to be an 
analytic vector-valued function of /I. for /I. inside r, and 
a continuous vector-valued function of /I. for /I. E r, with 
vector values in Xj' Also, to satisfy Eq. (2.3) and to 
avoid certain problems at the point /1.= 0, where r in­
tersects the spectrum of K, we shall reqUire 

limf(x,{.l,/I.)=O, /I.E!', 

limf(x, Il, /I.) = 0, /I. EO r. 
~-o 

(2. 10) 

To determine f, we require if' to satisfy (2.8). This 
yields 
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1m>. 

FIG. 1. The contours r- and r+. (The "continuous" spectrum 
of K is represented by the heavy linE), - 1 '" A '" 1, while the 
point spectrum is denoted by dots. If the results of Ref. 8 ap­
ply, then the point spectrum is real.) 

KqO=~ r {Al_K)"l IK!"'+I)fdA 
2m)r \' AX 

=~ ({Al - K)-1 {[(K - Al) + AI]!... f+ f}dA 
2~t ir ax 

lio 1;: 1[0] =--. -fdA+-. (Al-K)- A-+l fdA. 
27ft r ax 2m r ax 

(2.11) 

We shall show that this equation is satisfied if f obeys 
the boundary conditions (2. 10) and the o. d. e. 

( A OOy + l)f{X, J.l, A) = Aqo{x, J.ll. (2. 12) 

The general solution of (2. 12) subject to (2.10) can be 
expressed in the form 

l
exp(- X/A)R'(J.l) + fox exp[(t - X)/>-']qo(t, J.l) dt, 

f(x, J.l, A) = ReA> 0, (2.13) 

J.:exp[U-x)/A]qo(t, J.l)dt, ReA<O. 

Here g(J.l) is an arbitrary function which will be deter­
mined by the boundary condition at x = O. [We note that 
f(x, J.l, 0) = 0 can be obtained from either of the above 
expressions by taking the limit A - O. ] 

Before determining g, we shall show that we have in­
deed satisfied Eq. (2.11). To do this, we insert (2.12) 
into (2. 11) and obtain 

Kqo= 2~i i [{f- qoJ d>-. + 2;i [. {Al -K)-lAq od>-', 

or 

O=~ ( !:'fdA. 
2~1 )1" A 

(2.14) 

If f, as given by (2. 13), did not satisfy this equation, 
the representation of our solution as a contour integral 
would not be correct, However, f does satisfy this equa­
tion for any R', as we shall verify at the end of this 
section. 

We now return to Eq. (2.13) in order to determine 
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the arbitrary function f.{, and hence to complete the con­
struction of the solution. We introduce f, from Eq. 
(2. 13) into (2.9), and obtain the decomposition 

(2.15) 

where 

(2.16) 

and 

Xexp[(f-X)/A]qO(t, J.l)dtdA. (2.17) 

At this point, </! satisfies Eqs. (2.8) and (2.3), but 
not (2. 2). This last condition is the one which will de­
termine g. We set X"" 0 in (2.15)-(2.17) and use (2.2) 
to get 

<Pu{J.l) - MO, J.l) 

(2.18) 

If the range of integration in this equation extended over 
1" U r -, then this equation would be identically satisfied 
by any R' defined on - 1"" J.l ~ 1, such that 

(2.19) 

Let us therefore require R' to satisfy (2.19), and, in 
addition, 

0=-2
1

. ( (Al - K)"lg(J.l) dA, - 1 "" /H 1. (2.20) 
7ft Jr -

To satisfy (2.20), we shall extend f.{(J.l) as defined by 
(2.19), to - 1"" J.l < ° in such a way that (Al - K)-l g is 
analytic in A for ReA < O. It is customary to express g 
as 

(2.21) 

where E is the well-known" extension" operator. (See 
Refs. 1-3.) In Sec. IV we compute E, finally complet­
ing the specification of f.{ and hence of the solution to the 
transport problem (2.1)-(2.3). 

To recapitulate, given a "modified" source qo and an 
incident distribution <Po on a half-space, we calculate 
{Al - K)-l (Sec. III), and <P2(0, J.l) from (2.17). Then we 
define g(J.l), 0< J.l~ 1, by (2.19) and appropriately ex­
tend g to - 1"" J.l "" 1 [Eq. (2.21) and Sec. IV]. The solu­
tion </! is then given by (2.15)-(2.17). 

It remains to verify that the conditions imposed earlier 
onf are actually satisfied. These conditions are: 

(i) f is an analytic vector-valued function of >-. for A 
inside [', and a continuous vector-valued function of ,\ 
for >-. E: [', with vector values in Xl; 

(ii) f satisfies (2.14); 
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(iii) I/J, defined by (2.9), is an element of X. 

To verify (1), we use (2.13) to obtain the inequality 

27r fl~ f11IJ.f;(X, IJ., A) I dlJ. dx 
(2.22) 

~ 1 RI A 1:1 {27r ~ fl I J.1Eg;(J.1) I dJ.1 + IIqll}. 
e ,-1_1 

Since the right side of this inequality is finite for each 
A inside and on [', and since the left side is just liflll' 

then f EO Xl for each A inside and on 1~. f is obviously 
analytic in A for A inside [', and since f - 0 as A - 0 with 
A EO r, f is continuous in A for A EO ['. This proves (i). 

To prove (ii), we observe from (2.22) that we may 
write 

f(x, J.1, A) = AF(x, J.1, A), 

where F is a vector-valued analytic function of A for A 

inside [', and a bounded, piecewise continuous function 
of A for A EO r. Therefore, 

( J.. fdA = r FdA=O, Jr A Jr 
and so f satisfies (2. 14). This verifies (ii). 

Condition (iii) must be verified because the integral 
in Eq. (2.9) exists in the context of the Banach space 
Xl, not the physically correct space X. In Sec. V we 
shall show that (iii) holds for q = 0; the proof for q * 0 
is similar, but for Simplicity we shall not present it in 
this paper. 

III. CONSTRUCTION OF THE RESOLVENT 
OPERATOR 

In Eq. (2.1), we take the scattering kernel C to be 
degenerate: 

M 

C(IJ., s) = L A n(J.1)Bn(s). (3.1) 
n=l 

Here A n(J.1) and Bn(s) are NXN matrices. Since C(IJ., s) 
was assumed to be Holder continuous in IJ. and s, it fol­
lows that A n(J.1) and Bn(s) are Holder continuous in J.1 and 
s respectively. We define the NXNM matrix A and the 
NM XN matrix B by 

A = (A1A z ' . • A M) 

and 

BT = (B[ H~ .•. B~), 

where the superscript T denotes transpose. 

Then 

C(J.1, s) =A(J.1) . B(s), (3.2) 

and so by (2.6), L has the form 

Lf(x, fJ.) = T,f(x, J.1) - A(J.1) • ,G B(s)f(x, s) ds. (3.3) 

To determine L -1, we set Lf= g and multiply by T,-1 to 
obtain 

T,-lg (X, J.1) = f(x, J.1) - T,-lA(IJ.) • n B(s)f(x, s) ds. (3.4) 

Now we multiply on the left by B(IJ.) and integrate over 
IJ. to get 
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n B(s) T,-lg (X, s) ds =J . n B(s)f(x, s) ds, (3.5) 

where J is the NMxNM matrix defined by 

(3.6) 

We solve (3.5) for U B(s)f(x, s) ds and insert the re­
sult 'into (3.4), which gives the operator L -1 as 

f(x, IJ.) = L -lg (X, J.1) = T,-lg (X, IJ.) 

+ T,-lA(IJ.) . J -1. n B(S)L;-lg (X, s) ds. (3.7) 

Of course, to verify this procedure, we must show that 
detJ=IJI*O. 

To do this, we assume IJ 1 = 0. Then there exists a 
constant NM x 1 vector V such that J . V = ° and, by (3.3), 

L{L;-lA (IJ.) 'V}=A(IJ.).J ·V=O. 

Thus 1/J(J.1) = L;-lA(J.1) . V is a space-independent solution 
of the homogeneous transport equation (2.4), and so the 
half-space x> ° is critical. Since we have assumed sub­
criticality, we have a contradiction; hence IJ 1*0. 

The operator K is now defined by (2.7) and (3.7), i. e., 

Kg(x, J.1) = T,-1 J.1g(x, J.1) + L;-lA(J.1) . J -1. n B(s) 

XL,-l sg(x,s)ds. (3.8) 

The resolvent operator (Al_K)-l: X-X exists as a 
bounded operator for all A not in a(K), the spectrum of 
K. 

We now compute a formal expression for the resolvent 
operator (Al - K)-l, and then determine a(K) from its 
singularities, [The same result for a(K) could be ob­
tained by a direct but tedious spectral analysis. J 

We proceed by examining 

h = (Al - K)g(x, J.1) = (Al - L,-llJ.)g(X, IJ.) 

- T,-lA(IJ.) . J -1. n B(s) L;-lsg(X, s) ds. 

We introduce the convenient notation 

D(A, IJ.) = (AI - L;-1 1J.J-\ 

and we multiply Eq. (3.9) by D(A, J.1) to obtain 

D(A, lJ.)h(x, J.1) = g(x, IJ.) - D(A, J.1)L;-lA(J.1) . J-1 

. n B(S)L;-l sg(x, s) ds. 

(3.9) 

(3.10) 

(3.11) 

We then multiply on the left by B(IJ.)L;-l lJ. and integrate 
over IJ. to get 

n B(S)L;-l SD(A, s)h(x, s) cis 

= ~(A) : J -1 • n B(s) L;-l sg(x, s) ds, (3.12) 

where ~ is defined by 

(3.13) 
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~ is analytic in A off the cut [-1, 1], and I~(A) I =n(A) 
satisfies n(oo) = IJ I "* O. Equations (3.11) and (3.12) can 
be solved for g== (AI - K)-lh, yielding 

(AI - K)-l h(x, J.L) 

(3.14) 

where 

T(A, x) = f.! B(S)~-lSD(A, s)h(x, s) ds. (3.15) 

From Eq. (3.14), we observe that a(K) = [- 1, 1] 
U{Aln(A)=O}. A simple application of Gohberg's theo­
rem10 shows that the set {A I ~~( A) = O} consists of dis­
crete, isolated points. This is well known anyway, since 
our ~ is identical to the dispersion matrix previously 
calculated for this degenerate scattering kernel. 11 

IV. HALF-RANGE THEORY 

As was explained in Sec. II, in order to solve trans­
port problems in a hali-space it is necessary to form 
a function h(J.L) , 0 < Jl-'S 1, from the given Source and 
incoming distribution, and then to extend it to the func­
tion Eh(J.L) = g(Jl) defined on the full-range - 1 <;: J.L <;: 1; 
the extension operator E is required to satisfy 

(i) Eh(J.L) == h(J.L), 0 < J.L <;: 1, 

and 

(ii) (AI - K)"l Eh(J.L) is analytic in A for ReA < O. 

Since hand Eh are independent of x, we cannot inter­
pret K as an operator mapping Xl - Xl' Thus, we intro­
duce the space Xf as the space of all NX 1 vectors g(J.L), 
defined for - 1 -'S J.L <;: 1 and satisfying 

N 

Ilgllf = 27T ~ J.~ I J.Lgi(J.L) I dJ.L < 00. 

,=1 

Since K is independent of and does not act upon x, we 
may consider K as an operator mapping Xf - xf. 

In this section we derive the operator E. We begin by 
introducing the NXN matrices Ii> 1 <;: i <;: N, for which 
the element in the ith row and ith column is 1 and all 
other elements are O. Then by (3.10), 

Ii. ( J.L)-1 D(A,J.L)=2..; A-- Ii' 
i=l (Ji 

(4.1) 

Thus with T(A) = fJB(S)~-lSD(A, s)Eh(s) ds we have, by 
(3.14), 

(AI - K)-1 Eh(J.L) = i..; A --
tv ( 11)_1 
i=l a/ 

X{IiEh(J.L) +Ii A(J.L) . ~-l(A) . T(A)}. 
ai -

(4.2) 

Then, in order that (AI - K)"l Eh be analytic for ReA < 0, 
E must be chosen such that the following three condi­
tions are satisfied: 

(a) [~-1( J.L)]+ • T+(J.L) == [~-1(J.L)]- • T-(J.L) 

=H(J.L), -1,,;;J.L<0, 
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1 <;: i <;: N, - 1 <;: J.L < 0, 

and 

(c) ~-l(A) . T(A) is analytic at the points -vn' where 
I H(_ vn ) I = 0 and Revn > O. [Here we use the standard 
notation F'(J.L) = lim •• oF(J.L ± iE).] 

Condition (a) implies that (AI _K)-lEh has the same 
limit as A approaches the negative branch cut from above 
and below. Condition (b) implies that this limiting value 
is finite, and condition (c) implies that (AI - K)"l Eh has 
no poles with negative real part. 

In order that the limits in (a) and (b) exist, it is suffi­
cient that Eh(J.L) be Holder continuous for - 1 -'S J.L < O. 
We shall verify this below. [See Eqs. (4.10) and (4.11).] 

To meet conditions (a)-(c), we introduce the NMXNM 
matrices X and Y, which factor ~ as follows: 

~(A) = X(A) : Y(- A). (4.3) 

Here X(A) and Y(A) are analytiC in the entire plane ex­
cept on the cut [- 1, 0], and nonsingular (i. e., inverti­
ble) except at the points - vn described in (c). [We note 
that ~(A) =~(- A).] Furthermore, X and Y have con­
stant (nonzero) limits at A= 00. The existence and con­
struction of X and Yare discussed in the Appendix. 

Now we assume (and shall verify immediately below) 
that T itself may be factored as: 

T(A)=X(A)·L(A), (4.4) 

where L(A) is analytic off the cut [0, 1]. Furthermore, 
since T(oo):= 0 and X(oo)"* 0, L(oo) = O. 

Equations (4.3) and (4.4) lead to 

~-l(A) . T(A) =y-1(_ A) . L(A). 

Then, since y-l(_ A) and L(A) are analytic except on 
[0,1] and Vn, the above conditions (a) and (c) are satis­
fied. We can now write (b) as 

IiEh(J.L) == _ Ii A(J.L)' Y-l (_J!:.). L (J.L), 
(Ji (Ji at 

1 <;: i <;: N, - 1 <;: J.L < O. (4.5) 

This defines Eh(J.L) for - 1 <;: J.L < 0 in terms of L. It 
remains to determine L and to verify that the factoriza­
tion (4.4) is possible and consistent with (4.5). 

The factorization (4.4) is valid if there exists a matrix 
function L( A) analytic off the cut [0, 1], vanishing at 00, 

and satisfying 

1 1 
27Ti [T+(J.L) - T-(J.L)] = 27Ti [X+(J.L) - X-(J.L)]· L(J.L), 

-1 < J.L < 0, (4.6) 

and 
1 1 

27Ti [T+(J.L) - T-(J.L)] = X(J.L) . 27Ti [U(J.L) - L -(J.L)], 
(4.7) 

0<J.L<1. 
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From (3.15) and (4.1), 

2;i [T+(J.L) - T-(J.L)] = ~ B(ajJ..L)aj/.LfjEg(ajJ..L), 

-1<J..L<1. (4.8) 

[In Eq. (4.8) and in several others to follow, we adopt 
the notation 

O=B(ajJ..L) =A(ajJ..L) =h(ajJ..L) for lajJ..L1 >1.] 

Combining Eqs. (4.7) and (4.8), and using L(oo) = 0, 
we obtain from Cauchy's theorem 

N 11 (s) s L(A)=6 x.-1 - ·B(s)Ijh(s)-,--ds. 
j=l 0 a j Aaj-S (4.9) 

Thus L is defined in terms of h for the half range ° < J..L 
< 1. It remains to show that (4.6) and (4.5) are consis­
tent. To do this, we observe from (4.3), (3.12), and 
(4. 1) that 

2;i [X+(J..L) - J(.-(J..L)] 

=-2
1

. [A+(J..L) - A -(J..L)] : y-l(_ J..L) 
7TI 

N 

= - '£ B(J..Laj)Ij J..LA(J..Laj ) . y-l(_ J..L), - 1 <S J..L < 0. 
i=l 

Using this and (4.8), we may rewrite (4.6) as 

O=B B(aiJ..L)ajJ..L [IjEh(aiJ..L) 

+d.iA(aiJ..L)·y-l(-J..L).L(J..L)] , -1<sJ..L<0. 

But by (4.5), each of the bracketed terms is zero, and 
so (4.5) and (4.6) are indeed consistent. 

Therefore, the factorization (4.4) is valid, L is de­
fined by (4.9), and the extension Eh is defined in terms 
of L by (4.5). Solving for Eh explicitly, we find 

0< J..L <S 1, 
(4.10) 

- 1 <S J..L < 0, 

where [ is the NXN matrix defined by 

[(J..L,s) 

= L [IiA(J..L)' y-l C £): X-1 (~) . B(S)Ij1 S , 
i,;=l \ aj aj 'J sai - J..La; 

- 1 <S J..L < 0, ° < S <s 1. (4.11) 

Since y-l(_ J..L) is analytic on [-1, 0] and A is Holder 
continuous (this requirement is stated in Sec. III), it 
follows that Eh( J..L) is Holder continuous for - 1 <s /.L < 0. 
This property of E was required earlier in the present 
section. 

This completes the construction of the operator E and 
hence of the solution of the transport problem (2.1)­
(2.3L The explicit role which E plays in the solution of 
half space problems is described in Sec. II. 

We note that for a sourceless half-space with incident 
distribution </!o, the neutron density for x'" 0 is given by 
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(2.15) with g= E</!o. For x = ° and - 1 <s /.L < 0, this equa­
tion reduces to 

</!(O, J..L) = E</!o(J..L) , - 1 <s J..L < 0. 

Thus the operator E physically describes the reflection 
of a beam incident upon a sourceless half-space. 

V. THE HALF-SPACE ALBEDO PROBLEM 

In order to clarify the contour integral techniques 
introduced in Sec. II, we sketch below the solution of 
the half-space albedo problem, 

This problem is defined by Eqs. (2.1)-(2.3) with q = 0. 
The solution is given by Eq. (2.16) with g= E</!o; (AI - K)-1 
is expressed in (3.14), (3.15), and the operator E is 
defined by (4.10), (4.11). 

Using the explicit form for (AI _K)-1 in (2.16), we 
obtain 

</!(x, /.L) 

=~ ( exp(- x/A)D(A, J..L){E</!o(J..L) 
27TI Jr+ 

+ L-1A(J..L) . ~-l(A) . n B(S)L-1sD(A, s)E</!o(s) ds}dA. 

(5.1) 
However, using (4.1) and 

d(x, J..L) ={x/J..L' 
+00 , 

we get 

/.L >0, 

/.L"; 0, 

-2
1

. ( exp(-x/A)D(A, J..L)E</!o(/.L)=exp[-Ld(x, J..L)]</!o(/.L). 
7TI Jr + 

Applying this to the first term in (5.1) and interchanging 
the integrations in the second term, we get 

</!(x, J..L) = exp[ - Ld(x, J..L) ]</!0(J..L) 

+ fl F(x, /.L; s)E</!o(s) ds. 
-1 

(5.2) 

The first term in this equation represents the uncollided 
neutrons. In the integral term, representing the collided 
flux, the kernel F is defined by 

F(x, /.L; s) 

=-2
1

. ( exp(-x/A)D(A, J..L)L-1A(/.L) 
7TZ Jr+ 

(5.3) 

To express F explicitly as an integral over the posi­
tive spectrum of K, let us make the assumption that the 
eigenvalues I/o, .•• , I/p of K in the right half-plane are 
simple and do not lie on the cut [0, 1]. Then F may be 
written as 

p 

F(x, J..L; s) =1] exp(- X/I/k) Fv (J..L, s) 
k=O k 

(5.4) 

The terms FVk(J..L, s) arise from the residues of the 
integrand in (5. 3) at the (simple) poles I/k' If we recall 
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that n"'- I ~ I and define the cofactor matrix It by 

then FVk is explicitly given by 

F Vk (/1, s) 

=D(vk, /1)~-lA(/1h~-l(Vk)B(s)L;-lD(Vk' s) u'tv
k
) . (5.5) 

The matrix function F v (/1, s) in (5.4) arises from the 
singularities of the integrand in (5.3) on the cut [0, 1]. 
To evaluate F v , we replace D(\ /1) and D(A,.S) in (5.3) 
with the expansion (4.1), and then close the contour 
around the cut [0, 1]; the result is the integral term in 
(5.4) with Fv given by 

Fv (/1, s) = l5(v - /1)L;- l A(/1) . ~([~ -1(/1)]+ 

+ [Q: -1(/1) ]-}. B(S)L;-l D(/1, S)S 

+ l5(v - s)D(s, /1)L;-l A(/1) . M[A-l(s)]+ 

+ [~-1(S) ]-}. B(S)L;-l S + D(v, /1)L;-l A(/1) . 2!i 
x{[~ -l(V)]- _ [~-l(V)]+} . B(S)L;-l D(v, s)s. 

(5.6) 

The first two terms in this equation contain delta func­
tions, while the third term contains two principal value 
functions. Thus the integral in (5.4) is a singular inte­
gral; F(x, /1; s) itself however is smooth in all of its 
variables, as can be seen from the form (5.3). 

The function Fin (5.2) is thus explicitly given by Eqs. 
(5.4)-(5.6) for the case of simple eigenvalues vn not 
lying in the cut [0, 1]. If the eigenvalues are not simple 
or lie in the cut [0, 1], then Eq. (5. 3) still defines F; 
however, greater care must be taken in calculating the 
multiple residues or the contributions due to poles on 
the cut [0, 1]. We shall not consider these complications 
here. 

Finally, if we introduce (4.10), (4.11) into (5.2), we 
obtain as the final form for the solution of the albedo 
problem, 

l)!(x, /1) = exp[ - L;d(x, /1) ]IPo(/1) + 101 H(x, /1; s)l)!o(s) ds, 

(5.7) 
where 

H(x, /1;s)=F(x, /1;s) + i~F(X, /1i a)[(a,s) da. (5.8) 

The first "singular" term on the right side of (5.7) 
describes the uncollided neutrons. Therefore, H in the 
remaining integral term is a regular Green's function 
for neutrons having undergone one or more collisions. 

Let us now indicate how one can prove that the solu­
tion l)!(x, /1) EX. (We already know l)!EXj .) The key idea 
is to verify that H(x, /1; s) = sG(x, /1; s), where G is con­
tinuous in all of its variables. (We shall explicitly verify 
this for a simple case below.) Then l)!, as defined by 
(5.7), is in X for l)!o satisfying 

as required in Sec. 1. 
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Now we shall show that the above solution reduces, 
for one-speed, isotropic scattering problems, to the 
form derived in Ref. 5. For such problems we may 
takeL;=1, C(/1,s)=c/2, 0<c<1, andA=c, B=1. 
Hence, by Eq. (4.11), 

c 1 1 s 
[(/1,s)=ZY(_/1)X(s)s_/1 . 

Also, by (5.3), 

1 ( 1 c s 
F(x, /1; s) = 27Ti Jr + exp( - X/A) A _ /1 2A (A) A _ s dA, 

and hence by (5.8), 

1 ( 1 cs 
H(x, /1;s) = 27Ti Jr+ exp(- X/A) A _ /1 2A(A) 

X --+-- -------da ds ( 
1 c fO a 1 1 ) 

A-S 2X(s) -1 A-aX(-a)s-a • 

(5.9) 

Except for some simple changes in notation, Eq. (5.9) 
is identical to Eq. (4.12) of Ref. 5; in this reference, 
it is shown that H may be rewritten as 

. _ cs 1 ( exp(- X/A) 1 
H(x, /1, s) - 2X(s) 21Ti Jr+ (A _ /1)(A _ s)X(- A) dA. 

(5" 10) 

From this simple form, it is obvious without further 
analysiS that l)!, defined by Eqs. (5.7), (5,10) is in X for 
l)!o satisfying 

There is a detailed discussion in Ref. 5 concerning 
the connection between the solution (5.7), (5.10), and 
the singular eigenfunction solution. The results, brief­
ly, are as follows. If one closes the contour l~+ in Eq. 
(5.10) around the singular points [0, l]U{vo} of X(- A) 
and then introduces the resulting expression for H into 
Eq. (5.7), then one can interchange certain integrations 
(using the Poincare-Bertrand formula) to obtain exactly 
the singular eigenfunction solution. To do this, however, 
one must require ~'o to be Holder continuous. Thus while 
the singular eigenfunction solution is more elegant in 
appearance, the above solution (5.7), (5.10) is mathe­
matically more regular; the boundary data does not 
occur within any singular integrals, and hence it need 
not be so smooth. 

APPENDIX A: FACTORIZATION OF A 

Recently, Mullikin7 has proved the following result: 
consider the integral equation 

(I-K)·p(x)=q(x), O<x<oo, (A1) 

where K is an integral operator with a difference kernel 

K .p(x)= fo~k(x-y) .p(y)dy, (A2) 

and where p and q are defined in a suitable Banach space 
X. Let K(Z) be the Fourier transform of k: 
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K(z) = L:~ exp(ixz)K(X) dx. (A3) 

Then if the spectral radius of K is less than one (or more 
generally if 1 is not in the spectrum of K), 1 - K(z) may 
be factored on the real axis as follows' 

(I - K(z» : Hr(Z) : "1(- z) = I, Imz = 0. (A4) 

Here" and Mr are analytic in z for Imz ;, 0, continuous 
in z for Imz;?· 0, and nonsingular (i. e., invertible for 
Imz? 0). 

In addition, Mullikin has shown that matrix functions 
which satisfy the nonlinear equations 

1 i~ 1 11;I(z)=I+-
2

. H1(t):l{(-t)-t+ dt, Imz>O, 
7Tl _.. Z 

(A5) 

and 

1 f·~ 1 ,.-I(z),,",I+-
2

. K(t):iir(t)-t+ dt, 
7Tl _~ z Imz > 0, (A6) 

also satisfy Eq. (A4). 

To use these results, we write Eq. (2.1) in the form 

(A 7) 

with 

p(X) =- n B(S) </J(x, s) ds. (AS) 

To obtain an equation for p, we invert the operator 
on the left side of (A7) and use (2.2) and (2.3). We ob­
tain an equation for iJ! explicitly in terms of p. We then 
multiply this equation on the left by &(Il) and integrate 
over Il, obtaining Eq. (AI) with k defined by 

)

iIB(Il)eXP(-:X/Il) A(Il)dll, x>O, 

K(X)= 

!a l 
B(- /l) exp(~x//l) A(/l) d/l, x < 0. 

(A9) 

Introducing (A9) into (A3) and inverting the x and Il 
integrations, we find (after some routine algebra) that 

1- K(z) = ~(i/z), (A10) 

where ~, we recall, is given by (3.13). 

Now we combine ~(z) = ~(- z) with (A10) and (A4) to 
get 

~ (z) = tijl(i/z) :ri;I(_ i/z), Rez = O. (All) 

If we define 

X(z) = Mjl(i/z), Rez > 0, (A12) 

and 

'fez) = ri;l(i/z) , Rez > 0, (A13) 

then, by the properties of "(z) and Hr(Z), X(z), V(z) are 
analytic and nonsingular for Rez > 0; also, by Eqs. 
(All)-(A13), 

~(z)=)l(z):V(-z), Rez=O. (A14) 
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l To compare with Refs. 1 and 2, make the transforma­
tion X(z) =" Y(- z). ] 

Equations (A5) and (A6) can now be rewritten in terms 
of X, V, and ~ using (A10), (A12), and (A13); by suita­
bly deforming-the contour of integration (for details, see 
Ref. 1) we obtain 

)(z)=I-z [12 ~t l~+(t)-~-(t)] 
)0 TTl - -

-I dt 
: V (l) z + t' Rez > 0, (A15) 

and 

V(z)=I-Z !olX-l(t):l~+(t)-~-(t)] 

1 dt 
x 2TTit z+t' Rez >0. (A16) 

To proceed further with this system of nonlinear in­
tegral equations, the following equation, derived from 
(3.13), may be useful: 

2TT~t [~+(t) - ~ -(t)] = B B(taj)IjA(ta j) , 0", t '" 1. (A 17) 

The numerical solution of (A15) and (A 16) then provides 
the solution of the transport equation. 12 In (A 17) we adopt 
the convention B(Il) =A(/l) = ° for III I > 1. The remarks 
of the following two paragraphs can be derived easily 
from results proved in Ref. 1. 

Any solution pair X(z), V(z) of (A15) and (A16) can 
trivially be extended analytically to the entire complex 
plane except for the cut l- 1, 0]; as an easy consequence, 
Eq. (A14) holds in the entire complex plane except on 
the cut l- 1, 1]. 

Thus, any solution pair x(z), y(z) of (A15), (A16) 
satisfies (A14) in the cut plane and x(z), Y(z) are analy­
tic for Rez > O. However, in Sec. IV we also require 
that X(z) and V(z) be invertible for Rez > 0 or, equi­
valently, that IX(- vn) I = I Y(- vn) 1= 0 (the vn are de­
fined in Sec. IV, and these zeros of X and Y must be of 
the proper order). These extra constraints will uni­
quely determine the solution pair of (A15), (A16). 

To summarize, if 1 is not in the spectrum of K, then 
~(z) is factorable by Eq. (4.3); )(z) and Y(z) are analy­
tic in z except on the cut l- 1, 0] and satisfy the nonlinear 
equations (A15) and (A16) and the constraints that x(z), 
V(z) be invertible for Rez > O. 

A simple mathematical criterion that the spectral 
radius of K be less than 1 is of course that 11K II < 1. 
From Eqs. (A2) and (A9), we obtain 

11K II'" sup Ix: Ilk(x - y) II dx '" 211A II liB II. 
O<y<~ 

In this inequality, we treat B(Il) as a mapping from 
NX 1 vectors </J(Il) into NMx 1 vectors under the 
sup norm, and A(/l) as a mapping from NXNM vectors 
</J(Il) into NX 1 vectors under the sup norm. 

Thus, if 

IIAIIIIBII<t 
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then the half-space x> 0 is subcritical, and the above 
factorization of !!:. exists. 

APPENDIX B: THE DOMAIN OF THE TRANSPORT 
OPERATOR 

Here we describe the domain of the transport opera­
tor, i. e., the operator acting on l/J in Eq. (2.1). This 
provides a description of the regularity properties pos­
sessed by L1 solutions of transport problems. 

If we denote the streaming operator /1 a lax by T, then 
by (2.6) we may rewrite (2.1) as 

(T+L)</J=q. 

The domain of T + L, is the subspace of X such that 
(T+L)hEXforeachhED(T+L). However, L:X-X 
is a bounded operator, and so 

D(T + L) =-D(T). (B1) 

The operator T, which is just a first-order ordinary 
differential operator, has the following domain: </J E D(T) 
if and only if 

(a) </J(x, /1) is continuous in x for almost every /1, 

(b) </J(x, /1) is differentiable in x for almost every x 
and /1, 

(c) </JEX and /1 a </J/ax EX. 

lCondition (c) is obvious. Conditions (a) and (b) follow 
from D(T) = D(Ai - T) = R((Ai - T)-1) for A <i a(T), con­
structing (Ai - T)-1 for A <i a( T), and applying elementary 
results from any real variables text, e. g., Ref. 13.] 

Thus the set of functions satisfying (a), (b), and (c) 
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is the domain of T; by (B1), this is also the domain of 
the original transport operator T + L. 
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A simple proof of the angular momentum Helmholtz 
theorem and the relation of the theorem to the 
decomposition of solenoidal vectors into poloidal and 
toroidal components 

H. E. Moses 

Air Force Geophysics Laboratory. Hanscom Air Force Base. Massachusetts 01731 
(Received 18 March 1976) 

Vector spherical harmonics are used in a simple proof of the angular-momentum Helmholtz theorem. The 
decomposition of vectors defined on a sphere into two components which this theorem gives is carried out 
explicitly. Furthermore, the potentials which occur in the theorem are given explicitly in terms of the 
original vector. The decomposition of solenoidal vectors into poloidal and toroidal components is also 
carried out explicitly. It is shown how these components are related to the components given by the 
angular-momentum Helmholtz theorem. 

1. THE ANGULAR-MOMENTUM HELMHOLTZ 
THEOREM 

Let the vector operator L={Lu L 2 ,La} be defined as 
a differential operator on the surface of a sphere of 
radius r by 

L1 = (sin tp : e + cot e cos tp a ~ ) , 
L2 = ( - cos tp : e + cot e sin tp aatp) , (1) 

a 
La = a;p' 

where e, tp are the usual angles in polar coordinates de­
fined by 

x 1 =rsin ecos tp, x2 =rsin esin tp, xa=rcos e. (2) 

Let f(e, tp) be a vector defined on the surface of the 
sphere. Then the angular-momentum Helmholtz theo­
rem says that f can be decomposed into two components 

f( e, tp) = f1 (e, tp) + £2 (e, tp) , 

such that 

Furthermore, "potentials" V(e, tp), A(e, tp) exist such 
that 

f1 (e, ¢) = LV(e, tp), 

f 2 (e, tp)= LxA(e, t/J) +A(e, tp). 

(3) 

(4) 

(5) 

The quantities f,fl' V,A are complex in general but may 
also be real. 

The decomposition given by Eqso (3)-(5) is called the 
angular-momentum Helmholtz theorem and was given, 
in part, in Ref. 1 and entirely in Ref. 2. Another proof 
was given in Ref. 3. Generalizations in several direc­
tions are discussed in Refs. 4-6. 

The operators M = - iL are the components of the 
orbital angular momentum in quantum mechanics, M 
= - ix x \J. This fact accounts for the name of the theo­
rem. It should be noted that the components of Mare 
also the infinitesimal generators of the rotation group 
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in a scalar representation. This observation has been 
used in the generalization of Refs. 4-6. 

In the present section we shall show how f1 and f2 are 
obtained from f. We shall also obtain explicitly the 
potentials V and A from f. In carrying out this program 
we shall provide another proof of the angUlar-momentum 
Helmholtz theorem. 

We make use of the vector spherical harmonics 
YJlM(e,tp) which are introduced in Ref. 7. We shall, 
however, us e the notation and properties of the vector 
spherical harmonics as given in Ref. 8. 

Any vector f(e, tp) defined on a sphere of arbitrary 
radius can be expanded in terms of vector spherical 
harmonics, 

(6a) 

where the coefficients of the expansion fJ 1M are given by 

Let us define f1 and f2 by 

f 1 (e,tp)=6 fJJMYJJM(e,tp), 
J,M 

Clearly, 

f(e, cp)=f1 (e, cp) +f2 (e, cpl. 

(6b) 

(7a) 

(7b) 

We maintain that the decomposition (7b) with f1 and f2 
given by (7a) is the angular-momentum Helmholtz de­
composition, and that f1 and f2 satisfy Eq. (4). 

To prove this assertion we uSe the following proper­
ties of the vector spherical harmonics: 

L XYJIM =-HJ(J + 1) - Z(l + 1) - 2]YJlM , 
(8) 

L 'YJ/M =i[l(l + 1)]1/20J/YIM , 

where Y IM (e, cp) are the usual surface harmonics in the 
notation of Ref. 8, for example. We believe that Eq. 
'8), which can be proved in various ways from the de-
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finition of the vector spherical harmonics, represent 
new results. That f1 and f2 as defined by Eq. (7a) sat­
isfies Eq. (4) now follows from Eq. (8). Also on using 
Eq. (8) and 

(9) 

which is proved in Ref. 7, we obtain the potentials 
00 J 

V(B,(P)=-i.0.0 [J(J+l)]-1/2fJJMYJM(B,<P)+C, 
J:l M.-J 

A(B, <p) = It! [- (J + 1 )-If,, , "+l,M Y J, J+l,M(B, cp) 

+J-lfJ,J_l,MY",J_l,M(B, cp)] + LW(B, <p), (10) 

where W(B, cp) is an arbitrary function of its arguments 
and is a kind of "gauge" and C is an arbitrary constant. 

Before we leave the subject of the angular-momentum 
Helmholtz theorem we note the following orthogonality 
theorem: 

(2, r' ft • f2 sin B dBcp = O. 
. 0 0 

(11) 

2. DECOMPOSITION OF SOLENOIDAL VECTORS 
INTO ITS TOROIDAL AND POlOIDAl COMPONENTS 

Let us now consider a spherical shell. Let fer, B, cp) 
be a complex vector defined in this shell. (As special 
cases, the shell may be the entire space, or the space 
within a sphere or the space external to one.) Let us 
assume that f is solenoidal, i. e. , 

'V ·f=O. (12) 

The following theorem is proved in Refs. 9 and 10. 
The vector f can always be written as the Sum of two 
vectors 

(13) 

such that 

h 1 (r, &, <p) = LC (r , e, $), h2 (r. &, cp) = 'V x [LD (r, e, cp)], 

(14) 

where C and D are scalar functions of their arguments. 
The vector h1 is called the toroidal part of h, while h2 
is its poloidal part. 

Since fer, B, cp) is defined on a sphere for every value 
of r, we can apply the angUlar-momentum Helmholtz 
theorem to the vector. We introduce the variable r into 
fl(r, e, $), f2 (r, e, cp), fml(r), VCr, e, $), and My, e, <jJ). 
We shall show that if f(r, e, $) is solenoidal, then there 
is a close connection between the angUlar-momentum 
Helmholtz theorem and the decomposition into toroidal 
and poloidal components. The relation is the following: 

h 1 (r, e, cp)=f1(r, e, cp), h2 (r, e, cp)=f2(r, 8, cp), 

C(r, e, cp)= VCr, B, $) +K(r), 
(15) 

where K(r) is an arbitrary function of r. In proving the 
relations (15) we shall essentially be proving the sole­
noidal decomposition theorem, in which the scalar 
potential D(r, e, $) will be contructed explicitly. 

We first note that f1 (r, e, $) is solenoidal. This fact 
follows from the expansion which is the first of Eq. (7a) 
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and from Eq. (5.9.22) of Ref. 8. Thus a necessary and 
sufficient condition that f be solenoidal is that f2 be so. 
From Eq. (7a) and from Eqs. (5.9.21) and (5.9.23) of 
Ref. 8, a necessary and sufficient condition for 'V. f2 = 0 
is 

[J+l]1/2[~ + J+2] _[J]1/2[~ J-l]f dr r fJ,J+l,M - dr - r J,J-l,M' 

Let us define kJM(r) as being a solution of the dif­
ferential equation 

[(2J~1)J 1/2[d~ -1]kJM =fJ,J+l,M' 

(16) 

(17) 

The solutions are not unique. If kJM is one solution, the 
general solution is 

k~l~(r) = kJM(r) + D JMrJ , 

where D J M is an arbitrary constant. 

Let us write 

[ 
(J + 1) J 1/2 [ d J + 1 ] 

fJ,J_1,M(r)= (2J+l) dr +-r- kJM(r) 

+ CJ.w(r). 

On using Eqs. (17) and (19) in Eq. (16), we obtain a 
simple differential equation for the function C JM (r), 

for which the solution is 

C JM(r) = CJMrJ-l , 

where the constants C J M are arbitrary 0 

(18) 

(19) 

(20) 

(21) 

Instead of using kJM(r) in Eqs. (17) and (19), we may 
use the function ky~(r) of Eq. (18). It is easily seen that 
the constants D J M may be so chos en as to cancel the 
constants C JM • We thus have the following theorem: 

The vector f 2 (r, e, cp) is solenoidal if and only if func­
tions knf(r) can be found such that 

[ 
J ]1/2[d J] 

fJ,J+l,M(r)= (2J+1) dr -; kJM(r), 

fJ'J_1'M(r)=[(2~:NJ l/2[d~ +J:l] kJM(r). 

(22) 

Let us now use Eq. (22) in Eq. (7a) to obtain 

f2=}tl{[(~~:~I/\J'J+l'M[:r -1}JM 

[ 
(J + 1) ] 1/2 [ d J + 1 ] 

+ (2J+1) YJ."-l,M dr +-r- kJM (23) 

Hence, on using Eqs. (5.9.19) of Ref. 8, 
00 J 

f 2=-i'VxB, B=B(r,e,cp)=.0 .0 kJM(r)YJJM(e,cp). 
J= 1 M.-J 

(24) 

The first of Eq. (24) is, of course, part of the usual 
Helmholtz theorem which states that a solenoidal vector 
can be expressed as the curl of a vector potential. 
However, the particular form of the vector potential 
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given by the second of Eq. (24) leads to 

B(r:e, cp) =iLD(r, e, cp), 
(25) 

when one uses Eq. (9). 

The use of Eq. (25) in Eq. (24) leads to the identifica­
tion of f2 with h2. The identification of f1 with hl is 
trivial. 

Because of this identification when f is solenoidal, 
it seems reasonable to call f1 and f2 of the angular­
momentum Helmholtz theorem the toroidal and poloidal 
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components (in a more general sense) even when f is 
not solenoidal. 
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Complete extension of the symmetry axis of the 
Tomimatsu-Sato solution of the Einstein equations 

C. Reina 

Istituto di Scienze Fisiche del/'Universita, Milano, Italy 
(Received 9 January 1976; revised manuscript received 12 April 1976) 

The symmetry axis of the simplest Tomimatsu-Sato field is considered. Since this manifold is not 
geodesically complete for every value of the parameters occurring in the metric, a complete extension is 
given, and it is shown that its causal structure is very similar to that of the symmetry axis of the Kerr 
field. 

1. INTRODUCTION 

Ten years after the discovery by Kerr1 of the first 
axisymmetric rotating solution of Einstein's equations, 
new rotating fields were found by Tomimatsu and 
Sato. 2,3 The main difference between these two classes 
of solutions is that the quadrupole moment of the T-S 
fields is larger than that of the Kerr field, and that the 
former solutions exhibit a number of ring singularities 
among which the outermost is unshielded by an event 
horizon. 

The structure of these manifolds has been investigated 
by several authors, who have considered the geodesic 
problem3,4 and, in the case of the simplest T-S metric, 
the behavior of the metric near the poles (x = 1, y = ± 1 
in prolate spheroidal coordinates). 5,6 In particular, 
Ernst5 introduced a new representation of this T-S 
metric, showing that the full four-dimensional geodesic 
problem can be completely solved in the neighborhood 
of the poles. 

In this paper the bidimensional metric on the axis of 
the simplest T-S field is studied, using extensively the 
method adopted by Carter7 in the case of the axis of the 
Kerr solution. Although this problem is rather more 
restricted than the maximal extension of the full four­
dimensional metriC, it is nevertheless significant to 
have found a complete extension of the bidimensional 
metric which is exact and Co on its domain. 

In spite of the differences between the Kerr and T-S 
solutions, it is found that they have a very similar 
causal structure when restricted to the axis. 

2. T-S FIELD IN QUASISPHEROIDAL COORDINATES 

The axisymmetric line element in canonical coordi­
nates reads 

(1) 

where t, w, yare functions of p and z only. In prolate 
spheroidal coordinates (x, y) defined by the mapping 

{ 

p = k(x2 _ 1)1/'(1_ y,)1/2, 

z =kxy, 

the line element (1) takes the form 

ds
2 

= k
2r 1 [e 2Y

(x
2 

- y') C1~ 1 + 1 ~:2) 

+(X2_1)(1_ y2)dcp2] -t(dt-wdcp)2. 

(2) 

(3) 
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For the T-S fields the metric functions t, y, ware 
expressed in terms of three polynomials A, E, C of 
x, y in the following way3: 

_ A _ 2mq 2 
t - B' W - -y (1 - y ) C, 

where m is a parameter describing the mass of the 
source of the field, p and q are real constants sub-

(4) 

j ected to the condition p2 + q2 = 1, and 0 is an integer 
parameter taking the values 2, 3, 4. The explicit ex­
pressions for A, E, C depend on the chosen value of 0. 
The Simplest T-S metric was obtained2 for 0 = 2, 
yielding 

A =p4(X2 _1)4 +l(l- y2)4 _ 2p2q2(x2 -1)(1- y') 

x [2(x2 _ 1)2 + 2(1 _ y2)2 + 3(x2 _ 1}(1 _ y2»), 

E = [p'(x' + 1)(x2 -1) -l(y' + 1)(1- y2) +2px(x' -l)J' 

+ 4q'y'[px(x2 -1) + (px + 1)(1- y,»)2, 

C = p3x (x' - 1)[2(x2 + l)(x' - 1) + (x' + 3)(1 - i) J 

_ p2(X2 -1)[4x'(x2 _ 1) + (3x2 -1)(1- y2») 

+q2(px+1)(1_ y2)3. (5) 

For the explicit form of the polynomials A, E, C for 
{j = 3 the work by T-S is cited. 3 

In the following it will be useful to work in quasi­
spheroidal coordinates (r, e) defined by 

1 r 
-0 px + 1 = -, y = cose. (6) 

m 

The line element (3) becomes 

ds2 _ B (dr
2 

+de') 
- [{r_m)2_H2 cos2eJ62-1 tJ-2mr+a 2 

+ ~ (yZ-2mr+a 2)sin'edip2 

A ( 2mq., ) 2 - B dt - A sm e • C dcp , (7) 

where the arbitrariness of the scale k is used in order 
to put k=H=pm/O, and where 

- 2 a=m2 _H2, E=(H26 /p2b)B. (8) 

On the symmetry axis sine = 0 (i. e., y2 = 1) this metric 
reduces to the form 

p4 .c,4 
ds~ = ~ dyZ - fJ4 dt', (9) 
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where 

p4 = (r- m)2(y2 + m2) + (m2 _ (\'2)(y2 _ (\'2), 

,t,,4 = (y2 _ 2mr + (\'2)2. 

(10) 

(11) 

Note that for m'* (\', p4> 0 for all r, while for m = (\', 
p4 = 0 for r = m. Since,t" 4 has no real zeros for m 2 < (\'2, 

in this case the manifold - "" < r < + "", - "" < t < + "", 
with the metric (9) is complete. 

3. GEODESIC COMPLETENESS 

In order to see the necessity of an extension for 
m 2 ~ (\'2, we introduce new coordinates t', r' defined by 

,t,,4 p4 
dt' = dt' + --;- dr', dr = dr'. ,t" 

The metric becomes 

dsix = (1 + r) dr,2 + 2rdr' dt' - (1- r) dt'2, 

where 

2mr(r - m? + (m 2 _ (\'2)[(r _ m)2 _ 2(mr _ (\'2)] 
r= (J'2 + m 2)(r-nzJ2 + (m2 _ (\'2)(J'2 _ (\'2) 

Upon introducing a null coordinate u such that 

t' = u - r' , r = r', 

as was done by Finkelstein for the Schwarzschild 
manifold, the metric (13) becomes 

dsix= - (1- r)du2 + 2dudr. 

Geodesic trajectories can be derived from the 
Lagrangian 

L = t[2u; - (1 - r) u2 ], 

(12) 

(13) 

(13a) 

(14) 

(15) 

(16) 

where the dot indicates the derivative with respect to 
an affine parameter, X. say. The Euler- Lagrange equa­
tion obtained varying the action with respect to u is 
immediately integrated, giving 

-(1-r)u+r=-E, 

where E is a constant. This equation together with the 
normalization condition L =E (E = 0, ± 1 for null, space­
like and timelike geodesics, respectively) yields the 
two equations 

o E±vE2+E(1-r) 
U= (1- r) 

r=±vE2+E(1-r). 

For m 2 < (\'2, the expression 1 - r = p4 /,t" 4 has no real 
zeros and it, .; are bounded functions of r. This implies 
that each geodesic u(X.), r(X.) can be continued to arbi­
trary values of the affine parameter x.. Therefore, the 
manifold - 00 < r < + 00, - 00 < t < + 00, with the metric 
(15) is geodesically complete in this case. 

For m 2 > (\'2, u diverges at r = r*, and the manifold is 
incomplete. This can be shown explicitly for null 
geodesics (E=O). Redefining X. so that E=1, one has 
the following equations for "ingoing" and "outgoing" 
goedesics: 

u=C1, r=-x., u=C2 +F(r), r=x., 

where C 1, C2 are constants, and 
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F(r) = f ;~:=2r+Dllnlr-r.1 

- D2 In I r - d - D3 ( r( ) , r-r. r-r_ 

with 

( 
2m2 _ (\'2 ) 

D1 = 2 (m2 _ (\'2)172 + m 

D2 =2 (( 2~2 -2(\')1
2

72 - m) , 
m - (\' 

D3 = 2(m2 _ (\'2). 

(17) 

Since F(r) diverges for r = 1'*, outgoing geodesics cannot 
penetrate the surface l' = 1' •. 

For m 2 = (\'2, it has been shown8 that all T-S spaces 
are equivalent to extreme Kerr (m 2 =a2), so the com­
plete extension has been given already7 for this case. 

4. COMPLETE EXTENSION 

Introduce now a second null coordinate w, defined by 

F(1') =u+w. (18) 

Since F(1') is monotonic in the regions, 

1:1'>1'., 

II: r. > 1'> 1'_, 

III: r_> 1', 

one must specify to which region one is referring, in 
order that the mapping (18) be well defined. With the 
coordinates u, w the metric assumes the canonical 
double null form 

dsix=(1- r)dwdu, (19) 

where again the factor 1 - r is degenerate at r = r±. 

Following Carter, one can introduce the manifold 
1tJ* spanned by coordinates <p, L ranging from - 00 to 
+ 00. Let 1'n, am be the lines 

r,,) <P = - ~ + 1T /2 + n7T, 

am) <P = ~ + 1T /2 + m1T 

(m,n=O,± 1,± 2,' 0 0), 

(20) 

and let Qnm be the intersections of the two strips bound­
ed by the lines am, am-l and 1'n , 1'n_1, respectively. The 
<p, ~ coordinates are defined by the relations 

u = tani(<p + ~), 

w=coti(<p- ~). 
(21) 

The squares Q •• are images of the region II, Qh.h-1 are 
images of the region III if h is odd and are images of 
the region I if h is even, and finally the squares Qj-l.J 

are images of the region I if j is odd and of the region 
III if j is even. 

The metric becomes 

(22) 

where 

0 2 = (1- r}tsec2 (<p; ~) csc2 (<p; ~) . 
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It can be easily shown that this conformal factor is 
continuous and positive definite on the manifold In*. 

The conformal diagram for the axis of the T-S solu­
tion considered here is identical to that for the Kerr 
axis. 4 Therefore, the two axis have the same causal 
structure, i. e., they are conformally related. 
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The general formulati.on of gauge invariant field theories based upon space-time symmetries is developed 
and given Its geometncal mterpretation. The consequences of gauge in variance. in the form of identities and 
conservatIOn la~s> are denved and the field equations are obtained from a class of gauge invariant 
Lagranglans. ThiS IS the first paper of a series, the subsequent work treating specific cases, in particular, 
conformal mvanance. 

1. INTRODUCTION 

An upsurge of interest has occurred in recent years 
with regard to gauge field theories; notably, in the 
search for a unifying framework for the fundamental 
interactions of elementary particles. The concept of 
gauge transformations as related to matter fields 
(classical or quantum) may be traced to the work of 
Weyl. 1 The term was introduced in his formulation of 
a unified field theory of electromagnetiFm and gravita­
tion (1919) and the concept was carried into the domain 
of quantum mechanics in his study of the electromag­
netic interactions of Dirac electrons (1929). The gravi­
tational interaction of the Dirac electron as a classical 
field was itself treated by Weyl (1950) as a gauge field 
theory for the Lorentz group acting upon locally 
Lorentzian frames (vierbeins). Non-Abelian gauge theo­
ries associated with internal symmetry groups were 
treated by Yang and Mills~ (1954) whose work together 
with that of Weyl was generalized by Utiyama3 (1956) to 
include arbitrary internal symmetries and the gravita­
tional interaction for matter fields of any spin. Sciama4 

(1961) provided further insight into the vierbein 
formalism within the Palatini approach in which 
vierbeins and gauge fields are subjected to independent 
Euler-Lagrange variations in obtaining the field equa­
tions from a Lagrangian. When given a space-time 
geometrical interpretation, the emerging structure is 
seen to be a slight generalization of the Riemannian 
geometry of general relativity to a geometry in which 
the affine connection has an asymmetric part (torsion) 
which is related in the dynamical scheme to the intrinsic 
spin current of matter. This type of theory was original­
ly proposed by cartan5 (1924) and its ramifications have 
been recently subjected to considerable study. 6,7 In 
particular, the work of TrautmanB has set the theory 
within a clear geometrical setting, utilizing the coordi­
nate free notations of modern differential geometry. 

A formulation of this gauge theory based upon the in­
homogeneous Lorentz group was obtained by KibbleS 
(1961). His approach more closely resembles the theo­
ries of the Yang-Mills type in that no a priori geome­
trical objects (like the vierbein fields) need to be intro­
duced. Instead, one begins in a flat space-time with 
Lorentz invariant interaction of matter fields and intro­
duces gauge fields associated with the full inhomoge­
neous Lorentz group, giving them only an a posteriori 
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interpretation in geometrical terms. The gauge fields 
in this context can be understood as a Cartan connection 
for the principal bundle with the inhomogeneous Lorentz 
group as structure group with the canonical choicetO for 
the part of the connection lying in the translation sub­
algebra. This choice implies that the vierbein fields 
themselves (or rather their duals) become the gauge 
fields associated with translations. The corresponding 
"curvature" is the torsion. As emphasized by Sciama,11 
any attempt to extend the geometrical structure of 
space- time so as to include additional gauge fields 
would necessarily involve an extension of the class of 
infinitesimal holonomy groups. Within the context of 
linear frames, this may only involve linear or affine 
structure groups, possibly complex ones. In particular, 
if scale transformations are included, the emerging 
theory is of the Weyl (1919) type. 12 Other alternatives 
investigated by Sciama13 were the group of complex 
unitary transformations and the symplectic group. 
Numerous attempts to formulate a unified gauge theory 
based upon combined space-time and internal sym­
metries have also been made. 14,15 Of particular interest 
within the context of gauge theories of the Yang-Mills 
type are the unified theories of weak and electro maO'­
netic (and possibly strong) interactions of Weinbero'16 
and Salam. 17 b 

One fault of all these approaches [as was pointed out 
in particular by Sciama18 (1961) and Weinberg1S (1967)] 
is that the underlying symmetry groups are not simple 
and therefore independent invariants may be formed 
from subclasses of gauge fields. This means that the 
underlying gauge theory is not a genuinely unified one, 
even If, being based upon space-time symmetries it 
is a "geometrized" one. If one wishes to modify th~ 
structure of the Weyl theory by imbedding the group of 
~orentz plus scale-transformations (the "Weyl group") 
In one which is simple, the most natural choice is the 
conformal group. This is a particularly reasonable ex­
tension since, as shown by Mack and Salam20 (1968), 
any Lagrangian which is invariant under the Weyl group 
(in Minkowski space) is automatically invariant under 
the conformal group, provided no derivative couplings 
are involved. However, such extensions involve new 
complications since the transformations realized in a 
four-dimensional manifold are no longer linear, and 
therefore the methods of Weyl, Sciama, Utiyama, and 
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Kibble may not be applied without suitable generaliza­
tions. In particular, if we wish the infinitesimal 
holonomy group to include all possible conformal trans­
formations, we cannot utilize merely linear, orthonor­
mal frames (vierbeins) but must turn to second order 
frames in order to define completely the notion of in­
finitesimal parallel transfer. 

The present paper is the first of a series applying the 
gauge method to a wide class of space-time (and/or 
internal) symmetry transformations, including all 
special cases previously treated in the literature. We 
first establish the general formalism for gauge theories 
based upon space-time transformation groups, the 
identities and conservation laws following from the re­
quirements of invariance, and the field equations ob­
tained from a class of invariant gauge-field Lagrangians. 
In Part A the development parallels and generalizes the 
work of Sciama and Kibble, the notation being explicitly 
coordinate dependent, and the geometrical interpretation 
deliberately avoided. In Part B the notions of gauge 
groups and fields are related to the differential geome­
tric concepts of connections in principal G-bundles. All 
the fields and geometrical entities are expressed first 
in the coordinate free notation of differential geometry 
and are then related to the notations of the gauge ap­
proach. The gauge fields, vierbeins, and matter fields 
together with their transformation properties are given 
their respective geometrical interpretations. The field 
equations and identities are then expressed in the more 
compact notation of the calculus of exterior differential 
forms. 

In the subsequent paper we shall introduce the second 
order frame structure, which is the suitable generaliza­
tion of vierbeins needed to study the gauge conformal 
group. The physical interpretation of the geometrical 
ideas involved will be examined in greater detail, as 
will the identities and field equations associated with 
conformally gauge invariant theories. 

PART A 

2. REPRESENTATIONS, SYMMETRIES AND 
CONSERVATION LAWS 

Consider a group G whose elements can be realized 
(at least locally) as transformations acting on the 
space-time manifold and characterized by a set of n 
parameters {Ea}a=l ..... n such that the infinitesimal co­
ordinate transformations may be written 

xjJ.L.x'jJ.'""xjJ.+~jJ., (2.1) 

(2.2) 

Here I:~ are n linearly independent vector functions of 
x. As usual, Eq. (2.1) may be viewed either as a pas­
sive (coordinate) transformation assigning new coordi­
nate labels to the same point or as an active (point) 
transformation mapping the point with coordinates x/1-
into the one with coordinates x,/1-. We shall, in what fol­
lows, generally adopt the passive view. Equation (2.1) 
may also be taken to represent any arbitrary point or 
coordinate transformation independently of the identi­
fication (2.2) as an action of the group G. 

Let us furthermore consider a subgroup Go C G of 
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dimension m ~ n. The group Go will be assumed to have 
a representation acting upon the vector space V in which 
all the fields {</>A}A=l ..... r take their values (the subscript 
A distinguishing the fields will be suppressed with a 
summation convention understood whenever bilinear 
combinations occur). The group Go is interpreted as the 
internal part of G which acts not only upon the space­
time coordinates, but also upon the field components 
(e. g., internal spin). The representations of Go acting 
on V will be denoted by {Peg) :gc. Go, p(g): V - V}. 

The group Go may be a proper subgroup of G (e. g. , 
the homogeneous Lorentz subgroup of the Poincare 
group) or it may simply be G itselL In the event that 
G can be decomposed into a semi-direct product of Go 
with some other subgroup 

(2.3) 

where zn Go={e} and GZG-l=Z, the representation 
p(Go) may also be considered as a representation of G 
itself, with the elements of the subgroup Z being simply 
mapped into the identity. In this trivial sense, the 
group Go may be replaced by the whole group G consid­
ered as acting upon the field components. Another de­
composition which can sometimes be made is the iden­
tification of Go as the group generated by all those 
infinitesimal transformations ~~, for which 

~~ (x = 0) = o. (2.4) 

This defines Go as the isotropy subgroup at x = O. As 
may be seen by making a Taylor expansion of ~jJ. about 
this point, such a Go has dimension (n - 4) or greater, 
since there can only be 4 independent vectors 1)/1- in the 
expansion 

(2.5) 

and these may be identified with the parameters of a 
four- (or fewer) dimensional Abelian subgroup of G (co­
ordinate translations), the remaining parameters 
labeling the infinitesimal transformations of Go. 

The field representations will be assumed to trans­
form under the combined actions of G upon coordinates 
and Go upon the field components as follows for gc. G: 

(2.6) 

where 

(2.7) 

and 

go(g'g, x) = go(g', x) go(g, g,.lX ). (2.8) 

We should like to emphasize that the transformation 
property (2.6), which defines a representation of G upon 
fields given a representation p(Go) of the subgroup Go 
within the vector space V, could have been obtained in 
various ways. In particular, the method of induced 
representations21 gives rise to a transformation property 
of type (2.6), as does the method of nonlinear realiza­
tions,22 and, as we shall see in the sequel, such a rela­
tion arises in a very natural way within the formalism 
of higher order frames. 

In certain simple cases, the dependence upon x in 
go(g,x) is absent, in which case Eq. (2.8) shows that 
this defines a group homomorphism G - Go> In particu-
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lar, this is obviously the case when G = Go, where the 
representation (2.6) reduces simply to a direct product 
of the representation p(G o) with the quasiregular rep­
resentation of G. If G has the semidirect product struc­
ture (2.3), this may also be done [extending the rep­
resentation p(Go) to p(G) in the trivial manner discussed 
above}. If G happens to be a simple group (e. g., the 
conformal group), no such homomorphism to a group of 
smaller dimension can exist, and the x dependence in 
go(g, x) must necessarily remain. 

At the level of infinitesimal transformations, Eq. 
(2.6) reduces to 

(2.9) 

where the Ta are the infinitesimal generators of the rep­
resentation (2.6) of G. 

Thus the Ta form a basis for the corresponding rep­
resentation of the algebra g, and we have 

with Lie brackets 

[Ta, Tb}=facbTc, 

(2.10) 

(2.11) 

where f;" are the structure constants of q within this 
basis, ~(x) are functions of the coordinates x deter­
mined by the infinitesimal form of p(go(g,x), and 
{r Ja=1, ••• ,m designate the basis elements of the repre­
sentation p(go), where go is the Lie algebra of Go. We 
have chosen to define the basis for g by extending the 
basis for go in order that corresponding components 
may be labeled with the same indices, with the under­
standing that a degree sign 0 over any summed quantity 
indicates a restriction of the range of summation to the 
subspace spanned by {t J. Thus we may write the com­
mutation relations within this subrepresentation as 

(2.12) 

The linear differential operators - ~~ aiL generate the 
quasiregular representation of G and hence satisfy 

(2.13) 

Combining Eqs. (2.10)-(2.13) gives us the following 
differential equation that must be satisfied by the J3~'s 
in order that Ta really generate a representation: 

(2.14) 

where the symbol l ] denotes antisymmetrization with 
regard to the adjacent, included indices. This relation 
is just the infinitesimal form of Eq. (2.8). [We note in 
passing that the form of the J3~'s is determined by the 
group and does not depend on the representation p(G) 
involved. Therefore a solution of (2.14) allows one to 
immediately give the representation of q induced by any 
given representation of q o.} 

Under the changes of coordinates (2.1) induced by 
gE G, the infinitesimal change in the field~, considered 
at the same point (with new coordinates x' =gx) is given 
by 

(j~,=~'(x') - ~(x) ""X"Taw, 
where 

o b 0 

Xa 
'=E J3g(x). 
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(2.15) 

(2.16) 

The derivative of the field transforms as follows: 

(j(O,,~) = OiL ((j~) - 0v1/!o ,,~v 

= o..xaTa~ + XaTao,,1/! - aAo" ~v. (2.17) 

We note that the first term in (2.17) vanishes for the 
case when ~ and Ea are constants, independent of x. If 
f3g is x dependent, a,,~ does not have a linear homoge­
neous transformation property like that of ~, even under 
the rigid action of the group (constant E"), In this case, 
it is not possible to form Lagrangians out of ~ and a,,1/! 
alone which are manifestly invariant under the actions 
of the group. If we are considering nonrigid actions of 
the group, that is, if the E a are allowed to vary from 
point to point, then aiL 1/! does not enjoy linear homo­
geneous transformation properties in any event, and 
we are led to the construction of "covariant" derivatives 
which do. This we defer until the next section, and 
merely assert here that, even for x-dependent {J'., it is 
possible to form Lagrangians which are invariant 
(though not necessarily manifestly invariant) under the 
rigid action of the groupo 22 

Let us suppose, then, that there is a Lagrangian 
density L(~, a,,~) depending on the fields and their first 
derivatives only, such that the corresponding action 
integral gives rise, through the variational principle, 
to field equations which are form invariant under trans­
formations of the fields and coordinates [Eqs. (2.15), 
(2.1)} generated by G. A sufficient condition for this to 
hold is that the corresponding change in the Lagrangian 
satisfy 

(jL+Eaa .. ~~L=O. (2.18) 

[The second term in (2.18) is present due to the 
Jacobian factor involved in the transformation of the 
volume element.} This gives rise, in the usual way, to 
the identities 

L[l/Jl{jO~ + aiL L~~~ (j~ + T~ ~v ] = 0, (2.19) 

where 

OL [OLJ L[~l'=aij!-aiL a0l"1/I (2.20) 

is the Eulerian derivative of L with respect to ~ and 

T~=- (j~L+ oOo~~Ov~ (2.21) 

is the canonical energy- momentum tensor. Equation 
(2.19) is valid for any variation (j~ in the fields and ~I" 
in the coordinates under which L transforms as a scalar 
density. Substituting (2.2) and (2.15) with arbitrary 
constant Ea,S and assuming the Euler-Lagrange equa­
tions to hold for aU ~' s, 

L[I/JJ=O, 

we obtain the conservation laws 

°iLJ:=O, 

where 

J iL '= ;';b S" + T" tV a tJa b 11 a' 
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Equation (2.23) is interpreted as defining the conserved 
current as a combination of an "intrinsic" part S~ and an 
orbital part T~ t~. The fact that the resulting total cur­
rent is not simply the sum of S~ plus the orbital part is 
related, as we shall see in the sequel, to the nonlineari­
ty of the group action upon space-time coordinates. 

A slight generalization of (2.18) which also implies 
invariance of the field equations is 

(2.25) 

where F~ is some set of vector fields whose Eulerian 
variation vanishes outside the same domain as that of 
<p. In this case, the conservation laws hold for the 
modified currents: 

(2.26) 

3. GAUGE INVARIANCE 

We now wish to investigate the extension of the in­
variance properties considered above to include arbi­
trary, nonrigid group transformations and coordinate 
changes. The procedure for forming invariant 
Lagrangians for this wider class of "gauge" transforma­
tions is well known for the case of internal symmetries 
and for linear space-time symmetries such as Lorentz 
invariance. 23 One starts with a Lagrangian invariant 
under the rigid transformations and replaces the terms 
involving derivatives of the fields by suitably defined 
"covariant derivatives" through the introduction of 
minimally coupled gauge fields. If the Jacobian deter­
minant of the coordinate transformation is not unity, 
a further slight modification must be made to ensure 
that the resulting Lagrangian transforms as a scalar 
density under the wider class of transformations. The 
procedure used for the case of linear (e. g., Lorentz) 
transformations may be extended to our more general 
class of groups provided the following condition is met. 
When identifying the group element go(g, x) acting upon 
the "internal" space Vof field components, it is essen­
tial that the linear part (if any) of this transformation 
be simply given by the Jacobian matrix of the transfor­
mation (2.2). That is, we must have (for infinitesimal 
transformations with constant E") 

where x~ is the infinitesimal parameter corresponding 
to a linear one-parameter subgroup of Go labelled by 
the index b '" (~). The corresponding identification of ~ 
as the derivative of t~ arises in a natural way within the 
context of frames of higher order, as we shall see in 
the sequel. Assuming (3.1) to hold, we then may re­
write the transformation property of a Lagrangian which 
is an invariant density under the action of the group 
upon the fields and coordinates as [cf. Eq. (2.18)] 

oL + XiL=O. (3.2) 

It is now straightforward to apply the minimal coupling 
procedure, provided the ~ of the previous section are 
x independent. If not, as we have seen above, the ord' 
nary derivatives do not themselves have linear homo­
geneous transformation properties even under the rigid 
actions of the group. In a sense, as we may see from 
Eqs. (2, 15)-{2, 17), the rigid action of the group upon 
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space-time coordinates gives rise to a nonrigid action 
upon the fields. However, it is possible to apply a simi­
lar procedure starting with a Lagrangian that has al­
ready been defined in a manifestly invariant manner 
with regard to rigid group transformations. The proce­
dure for forming such Lagrangians with or without the 
introduction of subsidiary (Goldstone) fields has been 
studied extensively24 through the methods of nonlinear 
group realizations o The essential result for our pur­
poses is that it is possible to modify the derivatives 
a IA suitably so as to define covariant derivatives d" <P 

for rigid actions of the group, with the linear homo­
geneous transformation property 

O(d,,<P) =€a~ Tb<P - €at~."dv<P 

= XaTa<p - X~dv<p· 
(3.3) 

We may then use an invariant Lagrangian L{<P, d,Al 
satisfying condition (3. 2) and substitute for d" <P a new 
covariant derivative if!; i such that under any nonrigid 
action of the group the same transformation property 
is enjoyed by <P;i: 

(3.4) 

(The use of Roman rather than Greek indices will be­
come clarified later on. ) An invariant Lagrangian which 
is a scalar under coordinate changes may then be 
formed in a straightforward way. 

We first note that since the € a's are now to have arbi­
trary space-time dependence we may just as well 
choose as our independent functions the set {Xa , ~,,} thus 
freeing the action of the group Go upon the fields from 
coordinate transformations. (We shall henceforth also 
drop the 0 indicating the limitation of the range of sum­
mation for group indices to the one parameter sub­
groups in Go and always take this to be the case.) Thus 
Eq. (2.16) is to represent an arbitrary, space-time 
dependent group action and (2.1) an arbitrary coordinate 
change. Of course, we may choose the coordinate 
change to be generated by the group G as in (2.2) and 
the corresponding action upon the fields to be of the 
form (2.15), but we need not do so. 

Now, in view of the transformation property (2.17) 
for (J" <p, we are led to define a covariant derivative 

V,,<p=(J,,<p+w~T"<P, 

which transforms as 

o(V,,<P) =X"TaV ,,<P - Vv<p(J,,~v 

provided the gauge fields w~ transform as follows: 

(3.5) 

(3.6) 

(3.7) 

Thus the {w~}a=l.ooo.n_m are components of coordinate 
covariant vectors and have a homogeneous part trans­
forming under the adjoint representation of Go plus an 
additional inhomogeneous term characteristic of gauge 
fields. The next step is to proceed as in the linear case 
and introduce a further set of four covariant vector 
fields b~ (i = 0,1,2,3) together with their inverses lzr: 

(3.8) 

We require these fields to satisfy the following trans­
formation properties: 
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oht = ilv~"hi - X{hj, M~ = - il .. ~vb! + X~b~. (3.9) 

The covariant derivative V .. l/J is then referred to the 
vectors hf as basis by defining 

l/J;j=hfV"l/J, (3.10) 

which satisfies the transformation property (3.4). If 
d .. l/J is then replaced in L(l/J,d .. l/J) by l/J;j, the new 
Lagrangian will transform as in (3.2) even under non­
rigid actions of the group and coordinate changes. 

To obtain a Lagrangian which is a group invariant 
and a coordinate scalar density, we now define 

L =-bL, 

where 

b =-det{b~}. 

It follows from (3.9) that b transforms as 

ob=-il,,~"b+X:b, 

and hence 

(3.11) 

(3.12) 

(3.13) 

(3.14) 

Finally, we should like to emphasize that the minimal 
coupling procedure outlined here is only applicable if the 
relation (3. 1) is valid. In general, however, we need 
not necessarily start with a Lagrangian which satisfies 
(2.18) for rigid actions of the group. We may simply 
use the fields l/J and their covariant derivatives l/J;j to 
form invariant "densities" (under the action of Go) 
satisfying (3.2) and then multiply by the quantity b as 
in (3.11) to obtain a group invariant and coordinate 
scalar density. 

4. IDENTITIES AND CONSERVATION LAWS 

We now consider a Lagrangian L(l/!,o .. l/J,h~,w~,x) de­
pending on the matter and gauge fields, the first deriva­
tives of the matter fields, and possibly the coordinates, 
and investigate the consequences following from the in­
variance condition (3.14). The variation oL may be 
written as 

ilL ilL aL .. 
oL = ilQ ilQA + a-Q oQA." + ilx" ~ , (4.1) 

A A.~ 

where {QJ denotes all the fields, matter and gauge, 
upon which L depends. Here we have 

OQA = Q~(X/) - QA(X), 

OQA,x= Q~",(X/) - QA, .. (x). 

Equation (4.1) is equivalent to 

(4.2) 

(4.3) 

A .. [( o~ L - O:~A 0vQA ) ~v + O:"'~A OQA] + L[OAJOOQA = 0, 

(4.4) 

where, as before, 

is the Eulerian derivative and 
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(4.5) 

(4.6) 

is the substantial variation of Q A. Since the Lagrangian 
depends on derivatives only of the matter fields and the 
Eulerian derivatives with respect to these vanish by 
the variational principle, we have 

a" [il~: l/J ol/J - Tv" ~v ] + L[[.pooht + Lr",: J oow~ = o. 

(4.7) 

Here Tv" is the canonical energy-momentum tensor­
denSity, for the Lagrangian L. Now substituting the ex­
pressions (2.15), (2.17), (3.7), (3.8), and (4.6) into 
(4.7) and noting that the terms Xa , il"Xa , ~v, il,,~v are all 
independent, we may equate each of their coefficients 
separately to zero, so obtaining a number of identities. 
From coordinate invariance (terms in ~v, a" ~V) we ob­
tain the following two relations: 

T:=t,,"-S~w=, (4.8) 

a" 1: + t~hr.v + s: w~,v = 0, (4.9) 

where 

j _ ilL 
(4.10) t,,= ilhlf , 

tv" =-hrt~ (4.11) 

and 

S"=~ (4.12) a - ilwa· 
" 

We note that because of the transformation properties 
of L and w~, the quantity S~ defined in (4.12) is a co­
ordinate vector density transforming under the group 
action according to the co-adjoint representation of 
the group: 

(4.13) 

The quantity t~, on the other hand, is a coordinate 
tensor density and a group invariant: 

(4.14) 

Taking the divergence of T: in (4.8) and subtracting 
from (4.9), we obtain the relation 

(4.15) 

where 

D",S: = a"S: - f;"w~St (4.16) 

and 

(4.17) 

In (4.17) we have introduced the "gauge curvature" 
R~v associated with the gauge fields w~. It follows from 
the transformation property (3.7) for the gauge fields 
that R~v has a homogeneous linear transformation prop­
erty corresponding to the adjoint representation of the 
group, while it is a covariant, antisymmetric tensor 
under coordinate transformation: 

(4.18) 

This result makes it possible to form manifestly invari­
ant Lagrangians for the gauge fields alone. Relation 
(4.16), furthermore, may be understood as defining 
the gauge-covariant divergence of the current S~, in 
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view of its transformation property (4.13). Since S: is 
a coordinate vector density, this is a coordinate co­
variant relation. As we shall see shortly, relation 
(4.15) may also be cast in a manifestly covariant form. 

We now turn to the identities following from the group 
invariance of the Lagrangian [the terms in Xa and all x· 
in relation (4.7)]. These relations give us firstly an 
identification of S: as the intrinsic current of matter 
associated with the one-parameter subgroup with 
generator fa: 

S ll aL 0 

a = aollz/J T.z/J. (4.19) 

Using this relation, the remaining identities may be ex­
pressed in the following simple form: 

DIlS: = 0 (for Ta not in the linear subalgebra), 

DIlS/1l = t~hj. 

(4.20) 

(4.21) 

Here, we have separated the results for the linear sub­
group of Go from the rest and defined 

(4.22) 

which is the current associated with the one-parameter 
linear subgroup of Go whose infinitesimal generator is 
a~ for the given representation of $. Relation (4.20) thus 
tells us that the gauge covariant divergence of the cur­
rents associated with the nonlinear parts of the group 
Go vanish. Substituting the remaining, nonvanishing 
divergence given by (4.21), into (4.15), we obtain the 
following, important relation: 

where 

r~v:: - (hi,v - w1vh'j) b~ 

= (b~,v + w~v b~) hi. 

(4.23) 

Equation (4.23) has very direct significance for the 
underlying dynamics of gauge field theories, and also 
for the geometrical interpretation of the results. First, 
we note that, in view of the transformation properties 
of the gauge fields WJIl' b~ [Eqs. (3.7), (3.9)], the quan­
tity defined by Eq. (4.24) is a group invariant which 
transforms as follows under coordinate changes: 

or~v = - a" ~ar~v - av~ar~a + aa~a'r~v - all av~" 0 (4.25) 

We recognize this as the transformation property of 
an affine connection. Furthermore, if we define the 
second order symmetric tensor 

(4.26) 

(where 1JiJ is the Minkowski metric), together with its 
inverse 

the group transformation property of this entity is given 
by 

O? IlV = (X~b~b~ + X~b~be) 1Jii' (4.28) 

Now let us separate the infinitesimal parameters of the 
group into an antisymmetric part, trace, and traceless 
symmetric part: 
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X~ = x!j + X!j + xo~, 
where 

X;'" '" 1(xiJ - Xii) 1Jik, 

X~k '" 1(Xii + Xii) 1Jjk - xo~, 

x=h~ 

(4.29) 

(4.30) 

(4.31) 

(4.32) 

(raising and lowering of Roman indices done here with 
the Minkowski metric). Then (4.28) may be written as 

(4.33) 

Thus, the antisymmetric part of X~, corresponding to 
orthogonal (Lorentz) transformations, does not alter 
?IlV at all while the diagonal part, corresponding to scale 
transformation, multiplies it by a factor (1 + 2X). If 
there is a traceless symmetric part in the infinitesimal 
linear transformations of Go, the change in the quantity 
?IlV cannot be expressed in terms of its original value 
alone. Within the geometrical interpretation of the 
theory, we shall be led to regarding ?IlV as a generaliza­
tion of the metric of Riemannian geometry. With this 
identification, we may obtain an interpretation of the 
tensor t~. Noting that if the Lagrangian L depends upon 
the fields hr (or b~) only through the tensor ?IlV' then 
we have the following relation: 

Il 1 aL 
tv = "2 aq--?va' 

~ "a 
(4.34) 

The right-hand side of (4.34) is, within Riemannian 
geometry, the symmetrical energy-momentum tensor. 
If we retain this interpretation in the more general 
case, the relation (4.23) has a clear physical interpre­
tation. The left-hand side, when integrated over a 
space-time tube traced out by a particle of infinitesi­
mal spatial extent gives the covariant derivative (with 
connection r~v) of the unit tangent vector along the 
path. 25 If the right-hand side of (4.23) vanished, this 
would give rise to the equation for geodesic motion. 
The nonvanishing term R~vS:: must hence be interpreted 
as the noninertial force density giving the deviation 
from geodesic paths. With suitable interpretation of the 
current and the gauge curvature R~v, this may be 
viewed as a generalization of the Lorentz force of elec­
trodynamics. A force of this sort has been shown to 
arise for matter with intrinsic spin within the Car tan­
Sciama-Kibble theory, and also within the conventional 
general-relativistic approach to spinning matter. 26 

5. FIELD EQUATIONS IN A LAGRANGIAN MODEL 

The next step in formulating a gauge field theory is 
to choose a Lagrangian for the gauge fields alone which 
has the necessary invariance property under gauge and 
coordinate transformations. The sum of matter 
Lagrangian with minimal coupling plus gauge fields 
Lagrangian may then be subjected to the Euler­
Lagrange variational procedure to yield the field equa­
tions. To illustrate this method, let us consider gauge 
Lagrangians of the following form: 

LG=- (N/4)bR~vR~T ?lla?vT gab · 

Here gab is the group metric defined by 

gab =f~f:c, 
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and N/4 is a normalization constant. Note that this 
Lagrangian is an invariant only for groups whose linear 
parts consist at most of orthogonal (Lorentz) and scale 
transformations, in view of the transformation property 
(4.33) for the metric ,,,,v. The action integral which is 
required to be stationary for arbitrary variation of 
matter fields zJ;, gauge fields w~, and frame fields hf 
which vanish, together with their first derivatives, out­
side a finite space-time domain, is then 

s= f [L + Lc]tfx. 

The resulting field equations are: 

ND",(bR~v] =S~, 

m(R a R",a _ 1.1)'" R a RaT] = tIL 
IX]' a 4 II aT a "' 

(5.3) 

(5.4) 

(5.5) 

(5.6) 

The raising and lowering of space-time and group 
indices is accomplished with the respective coordinate 
and group metric. For fields zJ; which remain unchanged 
under actions of the translation subgroup (1'1 = 0), the 
corresponding currents in (504) vanish, giving us the 
four vector equations 

D {g. bRa", v} = 0 
jJ. la , (5.7) 

where the subscript i refers to the one-parameter 
subgroup of translations in the xl directiono From Eq. 
(5 04), we have the following conservation law: 

(5.8) 

which leads us to making the identification of a current 
f)~ carried by the gauge fields: 

(5.9) 

Equation (508) is then a true conservation law for the 
total current, but is not manifestly group covariant, 
as compared with the covariant conservation law (4.20). 

PART B 

6. FIBRE BUNDLES 

In Part B we will first summarize certain basic 
notions of differential geometry, introducing in particu­
lar the covariant derivative in terms of a connection 
form in a principal fibre bundle27 ; we then interpret 
from this geometrical viewpoint the gauge fields defined 
in Part A. Similar geometrical presentations of gauge 
field theories have been given by other authors. 28 

Consider a four-dimensional (smooth) manifold M. 
The set of all (smooth) vector fields on M is denoted by 
X(M). Consider also a principal bundle P=P(M, G) 
over M with structure group Go The bundle P is a local 
direct product of M with G; we have the projection 
1T : P - M and for each q E: M the fibre 1T-1 (q) is a copy of 
G attached to M at the point q. The group G thus acts 
on the fibres, and Rg(j) =f· g denotes the right action of 
gE: G onfE: P. For instance when P is the linear frame 
bundle L(M), the fibre 1T-1(q) consists of all sets of basis 
vectors for the tangent space M. at q and the structure 
group G =GL(4) which permutes these bases among 
themselves. 

One is interested in physical fields on which the 
structure group G acts; for this one needs vector 
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bundles associated with P(M, G). Thus, consider a 
vector space V and a representation p: G -GL(V). On 
the direct product P X V we call (j, v) and (f', v') E: P X V 
equivalent if 

(j', v') = (jg, p(g-l) v) for some gE: G, (6.1) 

and for this equivalence relation we denote by [j, v] the 
equivalence class containing (j, v). Then the set 
E = E(M, G, p) of such equivalence classes endowed 
with a differentiable manifold structure (naturally re­
lated to that on P) is called the vector bundle with fibre 
V associated with P(M, G) via the representation p. A 
p-field over M is a cross section zJ; : M - E (i. eo, a 
mapping satisfying 1T E 0 zJ; = id M, where 1T E : E - M is the 
projection map of the bundle E onto M)o Such a p-field 
zJ; can be identified with a V-valued function zJ;:P - V 
which is p-invariant in the sense that 

(6.2) 

Conversely any such function gives rise to a p-field zJ;. 
Explicitly ~ is characterized by zJ; through the following 
relationship: 

(6.3) 

Denote by g the Lie algebra of G. Then the action of 
G on P induces a homomorphism A -A* from g into 
X(P); explicitly for AE: g andfE: P, (A*), is the tangent 
vector at t = 0 to the curve RexptA (j) obtained by right 
action onf by the one-parameter subgroup exptA. We 
call (A *), a vertical vector at f: It is tangent to the 
fibre IT-1(q) where q = IT(j). These vertical vectors form 
a (dimG)-dimensional subspace of the tangent space P, 
to P(M, G) at the point fo 

7. CONNECTIONS AND COVARIANT 
DIFFERENTIATION 

A connection in P(M, G) specifies in the tangent spaces 
P, a smooth G-invariant distribution H of horizontal 
subspaces H, which are complementary t;? the space of 
vertical vectors. Thus a tangent vector X,E: P, can be 
written as 

X, =X, + vert(X,), (7.1) 

where X, and vert{X,) are its horizontal and vertical 
parts respectively. Now 

vert(X,) = (A *), (7. 2) 

for a unique A E: g; the g -valued 1-form w defined by 

w(X,)=A (7.3) 

has the properties 

w(A*)=A (7.4a) 
and 

Riw = (adg'"l) • w for gE: G. (7.4b) 

(Here Riw is the pullback of w by the mapping Rg • ] This 
connection form w completely characterizes the connec­
tion. Relative to a basis {ta} for g we express 

(7.5) 

where the wa are 1-forms on P (a = 1, 2, •.• ,dimG)o 

Consider a given connection, characterized by its 
connection form w. Consider also a tangent vector field 
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X E X(M), i. e., a field X of directions on the manifold 
M. Now every such X E X(M) has a unique horizontal 
lift X E X(P); L e., there is a uniquely determined 
tangent vector field X E X(P) such that, for allfE P, 

1T*(Xf)=X.(f) and XfEH f . 

Now X is invariant by G; that is, 

(Rg )* (Xf ) =X R (f) 
g 

(7.6) 

(7.7) 

for all gE G, fE P. Consequently for the p-invariant 
V-valued function ~ corresponding to a given p-field if!, 
the new p-invariant V-valued function X$' (which we also 
denote by V x~) defines a corresponding p-field V x if! : 
M - E which we call the covariant derivative of if! (along 
the flow lines of the vector field X). Considering all 
the various representations Pot of G and the associated 
vector bundles E a , one has many types of fields and 
the operator V x acts on these fields as a covariant 
derivative: covariant in the sense that if if!ot is a pot-field 
then V xif!a is a Pa-field also, and derivative in the sense 
that V x obeys a Leibniz rule when applied to tensor 
products of fields. 

For a representation P : G -GL(V), consider a V­
valued k-form cp on P for which 

(7.8) 

for all gE G. The exterior covariant derivative Dcp is 
the (k + I)-form defined by 

(7.9) 

where dcp is the usual exterior derivative of cpo It fol­
lows that Dcp projects naturally to define a (k + I)-form 
on lvL We note that 

Dcp =dcp + (p 0 w) 1\ cp 

=dcp + wa 1\ (P(ta) cp). (7.10) 

In particular for the connection I-form w, the related 
9-valued 2-form a =Dw is the curvature form of the 
connection, and we have 

(7.11) 

where X and }TE X(P) , and the symbol [, 1 denotes the 
Lie bracket operation in (j 0 This 2-form a defines a 
(j-valued 2-form R as a tensor field on M; relative to 
a coordinate system {x"'} on U A, we have 

R=R",vdx"'l\dxv with R",v = 2aA(d""dv), (7.12) 

where the vector fields {a",} are the partial derivative 
fields on UA (i. e., all- = a/ax"). This 2-form R is re­
ferred to as the 9'-valued curvature tensor on M asso­
ciated with w. 

Consider a local section a A of M; i. e., a mapping 
a A : U A - P of some open set U A in Minto P such that 
1ToaA=idu' For example, when P is the bundle L(M) 
of linear frames, then a A is a smooth choice of frame 
for all points in U A; that is, such a section a A corre­
sponds to a local "moving frame" of Cartan. Returning 
to the general case, we use a A to refer the fields, con­
nection form and curvature to the manifold. Thus we 
introduce the following objects defined on U A C M: 

if!A '" ~ oa A, (7. 13a) 
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(7. 13b) 

(7. 13c) 

Similarly for the covariant derivative V x~ we consider 
(V x~) A = (V x~) 0 a A, and we have in fact 

(7.14) 

For a second local section aB : U B - P we have the 
relation on U A nUB that 

(7.15) 

where gAB : U An UB - G is an appropriate function from 
the open set U A nUB in M into the group G; gAB is some­
times called a transition function for the bundle struc­
ture on P(M, G). We have the following relations showing 
how the new choice of section affects the fields, connec­
tion form and curvature: 

if!B =p(trlB) if!A 

wB = ad(trk)wA + tr2BdgAB 

aB = ad(g1B) aA, 

(70 16a) 

(7. 16b) 

(7. 16c) 

where flB dgAB is a commonly used shorthand for the 
following. Consider a vector XE Mq for some 
qE U An UB; then (gAB)*(X) is a vector tangent to the 
group G at gAB(q) and applying the differential 
(L g AB(q)-l)* of left translation by the inverse of g AB(q) E C, 
we obtain the tangent vector (L gAB (q)-l)* 0 (gAB)*(X) at 
the group identity; such a vector may be identified with 
an element of the Lie algebra 9 and that element of 9 
we denote by g1BdgAB(X). Thus for each XE Mq with 
qEUAnuB: 

wB(X) = ad(gAB(q))-lw A (X) + {Lg AB(q)-l}* 0 {gAB (q )}* (X), 

(7,17) 
which is clearly more neatly written as: 

wB(X) =ad(glB) owA(X) + tr2B odgAB(X). (7.18) 

We recognize (7.18) as the transformation property of 
gauge fields of the type introduced in Part A. In the next 
section we develop in more detail the geometrical inter­
pretation of the gauge theory. 

8. GEOMETRY OF GAUGE THEORIES 

In Part A we introduced on a four-dimensional mani­
fold ivI certain gauge fields related to invariance of a 
Lagrangian defined on M under transformations asso­
ciated with a symmetry group G. We will show here 
that one can think of these gauge fields w~ as the compo­
nents of a connection form W on a principal bundle 
P(M, G), and that the covariant derivative if!: i of (3.4) 
agrees with that given by (7. 14) from the bundle 
viewpoint. 

A. Gauge fields and the curvature 

The nonrigid gauge variations treated in Sec. 3 of 
Part A correspond to considering a I-parameter family 
of sections a B( t) for values of t say in an open interval 
I, = (- E, E) about 0 and with aB (t) related to the given 
section a A by the transition functions gAB(t) (q) 
= exp(- txq ), where X is 9-valued function on U A' The 
function if!x and the forms Wx and ax are defined on 
UAXI, by 

J.P. Harnad and R.B. Pettitt 1834 



                                                                                                                                    

1Jix (q, t) = 1JiB(t) (q), 

Wx (q, t) = WB(t)(q), 

nX (q, t) = nBW (q). 

(8.1a) 

(8.1b) 

(8.1c) 

By using Eqs. (7.16), one computes the substantial 
variation induced by X: 

1\ (1Jix ) =p(X) 1JiA, 

1\ (wx(X» = [X, wA(X)] - XX, 

lix (nx) = [X, nA ]. 

(8.2a) 

(8.2b) 

(8.2c) 

In terms of the basis {tJ for q we can express X, W A, 

and nA as follows: 

X= Xata, 

W A = w'!tta, 

(8.3a) 

(8.3b) 

nA = n'!tta' (8.3c) 

Moreover, the structure constants of q are defined by 
[ta, tb] =fa~tc and we define the operators Ta =p(ta) for 
a=1, 2, ... , dimq. Then Eqs. (8.2) read thus: 

Iix1Jix =X
a
T a1JiA' 

lix w~(X) = Ib"cXb w~ (X) - XXa
, 

lix nx = fbacln~. 

(8.4a) 

(8.4b) 

(8.4c) 

In this form we can compare with equations of Part A. 
Equation (8. 4a) corresponds to (2.15). Relative to a 
given coordinate system ~,,} on V A, we define 

(8.5) 

Then, for X = a", Eq. (8.4b) corresponds to the condi­
tion (3.7) imposed on the gauge fields, and (8. 4c) cor­
responds to (4.18); the additional terms in (3.7) and 
(4.18) arise from including coordinate transformations 
as well as group transformations. [In connection with 
(4.18), note that the curvature 2-form R =Rata 
=R~vtadx" /\dxv is determined relative to a coordinate 
system on VA by the components R~v=2n'!t(d", dv) which 
by (7. 13c) agrees with the gauge curvature introduced 
in (4.17).] 

The gauge fields h't [cf. (3.8)] define a set of four 
local vector fields {hi =h'ta"};=O,l,2,3' which are linearly 
independent and which may be equivalently thought of 
as a local section over U A of a bundle of linear frames 
whose structure group is the linear part of the group G 
under consideration. 

B. Covariant differentiation of matter fields 

Let us now relate the covariant derivative of a p-field 
given in Eq. (7.14) with the covariant derivative of 
Part A. Considering U A as a coordinate neighborhood 
with coordinate system {x"} and related tangent vectors 
{a,,} we obtain from (7.14) with X = a,,: 

(Va ~)A=a,,(1JiA)+p(WA(a,,»1JiA 
" 

(8.6) 

which corresponds precisely to the covariant derivative 
of a field introduced from the gauge point of view in 
(3.4) of Part A. 
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C. Currents, conservation laws, and field equations 

Before treating the currents and the field equations of 
Secs. 4 and 5 we introduce some further notions con­
cerned with various p-fields on M. 

The defining representation of GL(4) on V=R4 gives 
the usual tensor representations p(r, s) on V r0 (V*)S, 
where V r (resp. (V*)S) denotes the r-fold (resp. s-fold) 
tensor product of V (resp. its dual V*). A p(r, s)-field 
on M is a tensor field of type (r, s); the antisymmetric 
tensors of type (0, s) are the differential forms on M, 
for which the wedge product /\ is defined. We also have 
locally defined densities of weight k, i. e., local sec­
tions of a real line bundle over M constructed via the 
kth power of the determinant representation det of 
GL(4). The tensor product of such a local density with 
a tensor field, say of type (r, s), gives a tensor density 
of weight k; in other words, a local section of the 
bundle E(M, GL(4), p) where p is the representation 
detk 0 p(r, s) on R+0 V r 0 (V*)s. Thus Eq. (4.26) gives 
the components of a tensor density? of weight 2 corre­
sponding to a local section of the bundle with 
p = det2 0 p(O, 2). 

Consider a Lorentz metric g on M. We extend g to 
a metric Ii on the Grassmann algebra of differential 
forms by defining for each q EO M: 

liq(a, (3) = det(gq(Cl i , (3i », (8.7) 

where a and {3 are decomposable k-forms at q given by 
a =a 1 /\ a 2 /\ •• '/\a k and (3 ={31/\{32/\ .0 '/\{3k [and by ex­
tending (8.7) bilinearly for indecomposable forms]; 
moreover, k-forms and k'-forms are orthogonal if 
k"* k'. In terms of Ii we define a metric duality between 
k-forms [tensors of type (0, k)] and antisymmetric 
tensor fields of type (k, 0); the dual 1Ji+ of a k-form 1Ji is 
characterized by 

(8.8) 

[where the term 1Ji+(cp) denotes the complete contraction 
of 1Ji+ with cp]. 

We assume now that M is an oriented manifold. Then 
M admits globally defined densities. Moreover, for any 
given metric g we have the related global volume form 
Tg [a tensor of type (0,4)]. Relative to Ii and Tg one can 
introduce29 the Hodge star operator * which maps a 
k-form cp to a (4-k)-form *cp characterized by 

1i(*cp,A)Tg=Cp/\ A for each (4-k)-form A. (8.9) 

Explicitly for a k-form expressed in terms of a moving 
coframe {e i}i=O,l,2,3 by 

where the sum is over all sets of ordered indices 
R = {r1 < r2 < •• 0 < r k}, we have 

*cp =6 CPr "'r E(r1, . , , ,rk, rL ... , rLk) 
R 1 k 

X (_ 1)#(R') eT1/\ ••• /\ er'4-k, (8.11) 

where R' = {rt < rf 0 0 • < r4_k} is the ordered set of 
indices complementary to R (i. e., R U R' = {O, 1, 2, 3}), 
E(a,{3,'Y,Ii)=sgn(nn), and 
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l 0 if R' does not contain the index 0 \ 
#(R') = 

1 if R' does contain the index 0 

(8.12) 
In Sec. 4 we showed how variations of the invariant 

Lagrangian give rise to certain currents related to the 
gauge fields. Consider the (locally defined) gauge fields 
{hi} and {w·}. The fields {hi} yield a density of weight 1: 

(8.13) 

and, as mentioned above, determine locally a 
det20 p(O, 2) tensor density 1 of weight 2; this local 
metric f defines locally a Hodge star and metric duality. 

The vectors hi and the 1-forms bi = b~ dx" of (3.8) are 
related by the duality thus: 

(B.14) 

and we have the local volume form (3 = bO II b1 /\ b2 II b3• 

The Lagrangian L = bL is a density of weight 1 and the 
integral of the associated 4-form L{3 gives the action. 
To each gauge field w·, we have the coupled current 
3-form 

5 _ O(L{3) 
.- ow· , (B.15) 

which corresponds to a current vector density (*5.)+ 
via the Hodge stars and metric duals. More explicitly 
if 

(B.16) 

expresses the 3-form relative to coordinates then 

(B.17) 

whence we see that the currents 5: of (4.12) are the 
components of the vector density (*5.j+. For the gauge 
fields {hi} a variation oh j induces a change o(L{3) in the 
action integrand L{3 given by 

(B.1B) 

where ti is a 1-form whose coordinate components are 
given by (4.10). 

To treat an invariant Lagrangian for the gauge fields 
as in Sec. 5, we suppose now that the Lie algebra 
9 is semisimple. Then the Killing-Cartan form g of 
(5.2) is a nondegenerate quadratic form on 9, and de­
fines an isomorphism C; -C;* of C; with its dual space 
9*. Moreover, if the group G has conformal linear part 
relative to the Minkowski metric on R 4

, we introduce 
as in (5.1) an invariant Lagrangian density LG = bLG , 

where the associated action integrand LG • {3 is the 
4-form 

Lc' /3= (N/2){R* II (*R)}, (B.19) 

where R* is the 9-*-valued form dual to the C;-valued 
curvature form Rand *R is the Hodge star of R (with 
respect to the chosen orientation on M and the local 
metric f)' Using 

(B.20) 

we obtain in invariant form the field equation (5.4) ob­
tained by variation of the gauge fields w·: 

5 = (2N){n(*R*)}. (B.21) 
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Similarly the field equation (5.5) obtained by variation 
of the vierbein field, hj, can be expressed as: 

(8.22) 

where for fixed X E X(M) we define the interior product30 

X JR* as the 1-form satisfying: 

(XJR*)(Y)=2'R*(X, Y) for all YEX(M). (8.23) 

Also, in this context the divergence relation (4.20) 
may be written as 

(8.24) 

for t. in the nonlinear part of the algebra C;, and for the 
linear part (4.21) may be written as 

(8.25) 

Finally, defining a tensor density t of type (1, 1) and 
weight 1 by t =h j 0 ti and by considering, for each 
XE X(M) , V'(t) X as a linear transformation mapping 
Z E X(M) into V' z(t) XE X(M), we can express the rela­
tion (4.23) (connected with geodesic deviation) as 
follows: 

tr[ V'(t) X] =R* «*5)+, X). (8.26) 
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Diffraction by a half-plane perpendicular to the 
distinguished axis of a gyrotropic medium 

R. A. Hurd and S. Przezdziecki* 

Division of Electrical Engineering. National Research Council of Canada. Ottawa. Ontario. KIA ORB. Canada 
(Received I April 1976) 

The Wiener-Hopf-Hilbert method is used to obtain an exact solution to the problem of diffraction by a 
perfectly conducting half-plane in a gyrotropic medium. when the distinguished axis of the medium is 
perpendicular to the half-plane. The incident field is a plane wave whose direction of propagation is 
perpendicular to the edge of the half-plane. The problem has not previously been solved exactly. The 
answer is given in terms of Fourier transforms of the field components; these turn out to be simple 
algebraic functions. But the field quantities themselves are not, in general. expressible in terms of known 
functions. A few special cases are investigated and possible generalizations of the problem are mentioned. 

1. INTRODUCTION 

In this paper we give an exact, closed-form solution 
to a previously unsolved diffraction problem-that of a 
plane wave falling on a perfectly conducting half-plane 
embedded in an unbounded gyrotropic medium, whose 
distinguished axis is perpendicular to the half-plane. 
The direction of incidence is assumed to be perpendicu­
lar to the edge of the half-plane. The problem is a two­
mode one; that is, both ordinary and extraordinary 
waves can propagate, and coupling between them occurs 
at the edge. This "diffraction" coupling manifests it­
self as a pair of simultaneous Wiener-Hopf equations, 
whose unknowns are closely related to the Fourier 
transforms of the field quantities. The difficulty of 
treating such equations is well-known, and this particu­
lar set had previously been thought insoluble. 1,2 Re­
cently, however, a new method of treatment was de­
vised,3 in which Wiener-Hopf problems are converted 
to Hilbert problems. The latter always seem simpler 
than the former, and are exactly solvable in the present 
case. The solution, moreover, is elementary, in that 
the transforms comprise just algebraic functions. 

Before proceeding, it is worthwhile to give a short 
survey of existing exact solutions for half-planes in 
anisotropic media. When the distinguished axis of a 
gyrotropic medium is parallel to the edge of the half­
plane, there are solutions by Seshadri and Rajagopal, 4 

Jull,5 and De Santis. 6 This seems to be the only gy­
rotropic problem yet solved. For a uniaxial medium, 
Felsen 7 and Rulf8 obtained solutions when the dis­
tinguished axis was perpendicular to the edge. Przezd­
ziecki9 took the axis perpendicular to the plate, but 
allowed both magnetic and electric anisotropy and gen­
eral skew incidence. When the axis is in the plane of 
the plate but otherwise arbitrarily directed, there is a 
solution by Williams. 10 Rosenbauml1 considered the 
case of the axis arbitrarily directed in a plane per­
pendicular to the plate. Finally, a catalog of problems 
solvable by simple transformations of the Wiener-Hopf 
equations was prepared by Hurd. 2 

2. PROPERTIES OF THE GYROTROPIC MEDIUM 

This section describes the gyrotropic medium, ex­
amines the propagation of plane waves in it, and lists 
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relevant analytic properties of the propagation con­
stants and other quantities. 

A. Tensor permittivity 

We introduce a rectangular coordinate system 
{x, y, z} and suppose that the distinguished axis of the 
(lossless) gyrotropic medium lies in the z direction. 
The permittivity is then given by 

E = (i:
g 

- !E
g ~), 

\ 0 0 Eo 

(2.1) 

with E, Eg , and Eo real. 

It is known that wave phenomena in such a medium 
depend critically on the relative sizes and on the 
algebraic signs of the elements of E. 12,13 In this paper 
we suppose that 

E "" Eo > 0, 

E - Ea > 1 Eg I. 

(2.2a) 

(2.2b) 

These assumptions14 ensure that propagation is of a 
fairly normal type, that is, no backward wave can oc­
cur; they also make the relative positions of some 
poles and branch points definite. It is not anticipated 
that relaxing (2.2) will invalidate the method of 
analysis. 

B. Plane wave propagation 

In the ensuing analysis we shall use the method of 
plane wave spectra. Accordingly, we first study the 
propagation of plane waves in the medium. Consider a 
plane wave whose components are 

E = Eo exp[i(ax + yz) - iwt], 

H = Ho exp[i(ax + yz) - iwt]. 

(2.3a) 

(2.3b) 

With the time dependence exp(- iwt) suppressed hence­
forth, Maxwell's curl equations 

VxE=iwlloH, 

vxH=- iweE, 

become 

KEo"'wlloHo, 

KHo=- weEo, 

Copyright © 1976 American I nstitute of Physics 

(2.4a) 

(2.4b) 

(2.5a) 

(2.5b) 
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where 

K=(~ ~y _0 a). 
00'0 

We can eliminate Ho from (2. 5) and obtain 

(KK + WZ /J.o€)Eo = O. 

Written out in full, (2. 6) is 

(k:~ i kZ -=- i~~ _ i zO'oY 2) (~~:)= 0, 

0'1' 0 ka - 0' Eo .. 

(2.6) 

(2.7) 

h k2 - 2 k2 - 2 d k2 2 F were -w MOE, ~-w /J.OE~, an a=W MOE.. or non-
zero solutions, the determinant of (2.7) must vanish. 
That is, 

k~i + [a2 (k2 + k~) - 2kZk;]i 

(2.8) 

Equation (2. 8) determines four values of I' as functions 
of a. We denote them by ± 1'1 and ± 1'2. By virtue of the 
branches to be chosen, 1'1 and Y2 give waves which 
propagate or are attenuated in the positive z direction. 
These are the extraordinary and ordinary waves men­
tioned before. The solution of a general diffraction 
problem must normally contain superpositions of waves 
of both types. 

Some relations involving hand 1'2 are 

Yj=[tD(a)+~(-)j~(a)11/Z, j=I,2, (2.9) 

with 

D(a) = (1 + k2k;2)[2k2k~(k2 + k~tl - 0'2J, (2. lOa) 

~(a) = (k2k;2 - 1)[ (ai - (2)(a~ - ( 2) ]1/2. (2. lOb) 

The constants 0'1 and a2 in (2. lOb) are given by 

O'~ = 2k~~ (k2 - k~t2 { k~ _ i (_ )J[ (k2 _ k!)2 _ k:]1/2 }, 

j =1, 2. 

The following relations are easily proved: 

Yi+y~=D(o), 

A -It = D.(O'), 

YiY~ = k2k2'2(ki - 0'2)(k~ - 0'2), 

where 

ki = k 2 
- k!k-2, 

k~ =k~. 

C. Analytic properties 

(2.11) 

(2. 12a) 

(2. 12b) 

(2. 12c) 

(2. 13a) 

(2. 13b) 

In this section we set down various properties of the 
quantities defined in Sec. 2, Part B. These results 
will be used in succeeding sections, and are derived or 
justified in Appendix A. 

(a) kl and k2 are real and satisfy kl > k2 > O. For a 
slightly lossy medium they are displaced into the first 
quadrant. 

(b) OJ lies in the jth quadrant of the complex a plane 
and approaches the real axis only when k~ - O. Also, it 
is assumed that Re(al) <k2• 15 
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(c) 1'1 has branch points at ± kj, ± 0'1, and ± 0'2, while 
1'2 has branch points at ± k2' ± O'j, and ± 0'2' The posi­
tions of these points and the associated branch cuts are 
shown in Fig. 1. 

(d) YJ behaves as (k~ - ( 2)1/2 Fj(a), where FJ(et) is 
analytic on and near the branch cut contours from ± k J. 

In particular, I' J changes sign as its branch cut is 
crossed. Yi has a positive imaginary part if medium 
losses are present, when 0 is real. 

(e) h +1'2 and 1'11'2 do not have branch points at ± al 
and ± a2 while 1'1 + 1'2 has no zeros in the finite complex 
a plane. 

(f) k 2 - 0'2 - yi has simple zeros at a =± k 2; k 2 - 0
2 

- ~ 
has no zeros. 

3. FORMULATION OF THE WIENER-HOPF PROBLEM 

A perfectly conducting half-plane occupies the region 
x? 0, Z = 0, and a plane wave is incident upon it. The 
E .. component of this wave is given by 

E!i)=Aoexp[i(aoX+Yoz)], (3.1) 

where Yo is of either h or 1'2 type. The surrounding 
medium is gyrotropic, with characteristics given by 
(2.1) and (2.2). The problem is to find a scattered 
electromagnetic field E, H which 

(i) obeys Maxwell's equations; 

(ii) satisfies E" + E~I) = 0, Ey + E~I) = 0 for x ? 0, 
Z =0; 

(iii) satisfies an edge condition of the form E = O(r-Vl) 
(I " and Ey + Ey ) = O(r"2) as r, the distance from the edge, 

tends to zero. Here v1 and V2 satisfy 0 < V1•2 < 1; 

(iv) decays as exp(- ar), a> 0, as r - c<:> when the 
medium is lossy. 

It is a consequence of the symmetry of the problem 
that Ell, H", Hy are odd functions of z, whilst He, E", Ey 
are even. It suffices, then, to consider only the region 
z ? O. To complete the boundary conditions for this 
region we add: 

(v) H%=Hy=O for x ~ 0, z =0, 

which follow from the continuity and asymmetry of H% 
and Hy across z = 0 for x ~ O. 

J J 
-k, -k2 

C 0 0 

• 
k2 k, 

-Q, -Q2 

I I 
FIG. 1. Positions of the branch points ± kt • ± k 2 • ± at. ± 0'2 

and the pole 0'0 in the complex 0' plane. Also shown are the in­
tegration contour C and the branch cuts. 
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Let us assume the following plane wave representa­
tion for E .. : 

E .. = Ie [A (a) exp(iY1Z) + B(a) exp(iY2z)] exp(iax)da, 

(3.2) 

where A(a) and B(a) are undetermined functions. The 
contour C follows the real axis except for indentations 
above - kl and - k2 and below ao, kt, and k 2• See Fig. 1. 

Using (2.7) and setting 

f(a, y) = (a2 - k~)(ay)"t, 

g(a, y) = - ikif(a, y)(k 2 - 0'2 - ir!, 
we derive 

E,,= Ie U(a, YJ)A(a) exp(iYtz ) 

+ f(a, Y2)B(a) exp(iY2Z) ] exp(iax) da, 

Ey = Ie [g(a, Yl)A(a) exp(iY1Z) 

+ g(a, Y2)B(a) exp(iY2Z)] exp(iax) da, 

and from (2. 5a), 

H,,= - [Ytg(a, Yl)A(a) exp(iYJz) -1 1 
WJ.lo c 

+ Y2g(a, Y2)B(a) exp(iY2Z)] exp(iax)da, 

Hy = _1_ [(['nf(a, YJ) - a]A(a) exp(iYtz) 
wilo Je 
+ [yz/(a, Y2) - a]B(a) exp(iY2z )}exp(iax)da, 

H,,= _1_ r [ag(a, Yl)A(a) exp(i')llZ) 
wiJ.o Je 
+ ag(o., 'Y2)B(a) exp(i'Y2Z)] exp(iax)da. 

(3.3a) 

(3.3b) 

(3.4a) 

(3.4b) 

(3. 5a) 

(3.5b) 

(3. 5c) 

Clearly, condition (i) is satisfied if the integrals con­
verge; this will be verified a posteriori. Further, from 
property (d), ')11 and ')12 always have at least a limiting 
positive imaginary part, so that (iv) is also satisfied. 

We denote the region of the complex a plane lying 
above the contour C by u, and the part below by l. To 
satisfy condition (ii) it is sufficient to take 

(
f(o., 'Yl) f(a, 'Y2»)(A(a») 
g(o., Yl) g(o., 'Y2) B(o.) 

(
U1 (a») Ao (flo.o, YO») 

= U2(a) - 2rri(a - 0.0) g(ao, 'Yo) 

where U1(a) and U2(a) are analytic functions of a in 

(3.6) 

U + C. In like manner, condition (v) can be satisfied if 

(
- ')Itg(a, 'Yt) 
')Id(a, YJ) - a 

- 'Y2 g(a, ')12) )(A (a») (Lj (0'») (3.7) 
yz/(a, Y2) - a B(a) = L 2(a) 

with L 1(a) and L 2(a) analytic in I + C. 

A pair of simultaneous Wiener-Hopf equations may 
now be obtained by eliminating A(a) and B(a) from (3.6) 
and (3.7), 
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=(Lt(a») (3.8) 
L 2(a) , 

or in compact form 

G(a)V(a):=: L(a), on C. (3.9) 

Equation (3. 9) is to be solved subject to the conditions 

VI (0') = 0(0'"1-1), 

V2(a) = 0(a-"2-1), 

(3. lOa) 

(3. lOb) 

as I Cl'1 - 00 in u + C. This is a consequence of condition 
(iii) . 

It does not seem possible to solve (3.9) using ordinary 
Wiener- Hopf techniques. 

4. THE WIENER-HOPF-HILBERT METHOD 

The Wiener-Hopf-Hilbert (or WHH) method was re­
cently introduced as a means of simplifying (and some­
times solving) equations such as (3.9). In Ref. 3, the 
method is treated rather cursorily. In the present work 
we try to establish it more rigorously; also the method 
of attack is altered somewhat. We begin with a short 
introduction. 

A. Brief outline 

Consider the homogeneous version of (3.9), which we 
write as Gw == ~, with w and ~ analytic in u + C and 
1 + C, respectively. (Occasionally we drop the notation­
al dependence on 0' of various quantities. No confusion 
should arise. ) This equation is first converted to a sys­
tem of Hilbert problems W.=Hw_ on the branch cuts r 1 
and r 2 in 1 (Fig. 2). These Hilbert problems can be 
solved exactly and yield an infinite set of functions 
{w(j)} which are analytic in u + C. We calculate the 
function Gw(J) and require it to be analytic in I + C. On­
lya subset of {w(j)} will have this property. This sub­
set is further reduced by imposing the conditions at 
infinity (3.10). Finally the remaining {w(j)} are as­
sembled in a standard way to solve the inhomogeneous 
equation (3.9) and hence, the entire problem. 

+- -+ 

FIG. 2. The branch cuts r 1 and r 2 in the lower half Cl' plane. 
The (+) and (-) signs identify the sides of the contours and 
the arrows identify directions of integration. 
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B. Derivation of the Hilbert equations 

We write the homogeneous version of (3.9) as 

G(a)>It(a) ==~(a) on C, (4.1) 

with >It(a) analytic in u + C and ~(a) analytic in l + C. 
As indicated, our aim is to convert (4.1) to a set of 
Hilbert equations on the contours r 1 and r 2• To do this, 
the functions of (4.1) must be capable of analytic ex­
tension into l- r 1 - r 2• This is evidently true of ~(a), 
since ~(a) is analytic in l; it is equally true of G(a) 
since its only singularities in l are the branch points 
- kl and - k2• (Note that by AppendiX A, Part 5, 1'1 + 1'2 
and 1'11'2 do not have branch points at ± al and ± a2, and 
"t +"2 has no zeros anywhere. ) It is not quite obvious 
that >It(a) can also be continued, but this can be seen 
as follows. We calculate G-l(a), 

G-1 ( ) _ k~ - a
2 

a - 2k~'Y1Y2('Yl + 1'2) 

( 
-ikz k2-a2+YtY2) 

x 2 Z ' 2 Z -1 2 -k +k2YtY2(a -kz) -ik, . 

Now the only singularities of G-1(a) in l are branch 
pOints at - kl and - h2• From (4.1) we obtain 

(4.2) 

>It(a) == G-l (a)L(a) on C. (4.3) 

The right-hand side of (4.3) is analytic in l- r 1 - r2, 
hence >It(a) can be analytically extended into this region 
and Eq. (4.1) must hold there. 

Let us denote the two sides of r J by (+) and (-), and 
assign senses of direction, as shown in Fig. 2. Let the 
limiting values of the functions on the (+) and (-) sides 
be identified by (+) and (-) subscripts. Then, from 
Appendix A, Part 4, 

1'1_ == - 1'1. on rb 
1'2_ == - 1'2. on r 2, 

and since ~(a) is analytic in l + C, 

~jQ)==~+(a) on r 1 and r 2. 

From (4.1) and (4.5) it follows that 

Gja) >It ja) == G. (a)>It. ( Q) 

or 

>It.(a) == H(a)>Itja), 

(4.4a) 

(4.4b) 

(4.5) 

(4.6) 

(4.7) 

where with the (+) subscript on YJ. omitted, we have 

1 /a2(1- k2/k~) - 2ik2(k~ _ (2)/k~) 
H(a) =± ~ _ Y! \ 2ik~ - a\l- k2/k~) • 

(4.8) 

The (+) sign applies to rb the (-) sign to r 2. Equation 
(4.7) is the desired Hilbert problem. 

C. Solution of the Hilbert problem 

We introduce a new unknown vector +-'(a) via the 
transformation 

+-(a) = T>It' (a) (4. 9) 

with 
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(4. 10) 

Since det(T) * 0, >It'(a) will have the same region of 
analyticity as >It(a), except at infinity. (We assume k, 
* 0; this restriction can be relaxed later. ) In terms of 
>It'(a), (4.7) becomes 

>It:(a) =rlH(a)T>It~(a). (4.11) 

The matrix of this system is 

T-1H(a)T=±( 2 2
0 

2 [k~(,/~- 'YhJ-1
). 

k2(Y2-Yl) 0 

In component form, (4.11) becomes 

>Itt. (a) =± >It:Ua)k22(y~ - Ittt, 

>It2 (a) =± k~(y~ - yi)>J.1: (a), . -
with the sign convention as before. 

Multiplication in (4.13) gives 

>Itt (a)>It2• (a) = >Itt (a)>It2. (a) 

(4. 12) 

(4. 13a) 

(4. 13b) 

(4.14) 

which is satisfied by any rational fraction with poles 
only at - kl and - k 2• It suffices to take 

>It1(a)>ItHa) = (kl + a)m(k2 + ar, 
where m and n are unspecified integers. 

Division in (4.13) yields 

[lJIHa)/>J.12(a)].· [>J.1Ha)/lJIHa)L==ki4('Y~- Yit2. 

On taking logs, 

[log>J.1f(a)/lJI2(a)]. + [loglJl[(a)j-v2(a)L 

== -log(k~(y~ - Yi)2]. 

(4.15) 

(4. 16) 

(4. 17) 

This is a standard Hilbert problem, and as shown in 
Appendix B, Part 1, has the solution 

-vf(a)/-v2(a) == p-2(a), (4.18) 
where 

p(a) = [(k2 - k~)(k2 - klr2
S (a, at)s (a, - at) 

xs(a, (2)s(a, - (2)]1!2, 

and in which 

s (a, ?;) == 1'/t (a )1'/2 (?;) + 112 (a )1'/1 (?;), 

with 1]J(o) == (kJ + 0)1/2. 

The combination of (4.15) and (4.18) yields 

.vf(a) =± [1'/t (a)]m(1'/2 (a)]np-l(a), 

-v2(a) =± (1)1 (a)]m(lJ2(a)]np(a). 

(4.20) 

(4. 21a) 

(4. 21b) 

The signs in (4.21) and m,n are not entirely arbitrary; 
restrictions are found if (4.21) is substituted in (4. 13). 
We obtain 

-vf(a) == [1'/1 (a) ]m[1'/2 (a) ]np-l (a), (4. 22a) 

.v2(a) = (-)"[1'/1 (a)]m[1'/2(a)]np(a), m+n==odd. (4. 22b) 

Then, using (4.10), the solutions to the baSic Hilbert 
problem (4.7) are 

-vl(Q')==[111(Q')]m[1'/2(Q')]n[a2(k~ _ k2)p-l(a) + (_)np(a)], 
(4. 23a) 

>J.12(a) = 2ik;kH171 (a)]m[1'/2 (a)]np-l(a), m +n=odd. (4. 23b) 
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D. Lower bounds on m and n 

Thus far, the only restrictions on m and n are that 
they be integers with m + n odd. We now find lower 
bounds for them. As forecast in Sec. 4, Part A, this 
is done by requiring analyticity of the functions 
G(ll')T'lf'(ll') in 1 + C. 

Theorem: The function ib(ll')=G(a)T>1I'(ll') has no 
branch points in 1 + C. 

Proof: Clearly the only possible branch points of 
ib(ll') lie at - kl and - k2• Now on either r 1 or r 2 we have 

ib. = G.T>1I~ == G.TT"lHT>1I~ = G.HT>1I~ = G.G:1G_ T>1I~ = ib_. 

Since there is no change in ib(ll') across r" the theorem 
is proved. An immediate corollary is that ib(a) possess­
es a power series expansion containing only even powers 
of 1)J(a) in the neighborhood of 0'=- k j. 

Note that the theorem does not say that ib(a) is 
analytic in 1 + C. In particular, ib(a) can have poles at 
0'==- k ,. The exclusion of these poles sets lower bounds 
on m and n. An inspection of G(a) in (3.8) shows that 
the leading term of ib 2(a) is 0{[7J2 (a)]-li1j(a)} near a 
= - k2 unless cancellation occurs. If n is even, this 
cancellation must occur; a direct calculation shows that 
the leading term is 0{[1)2(a)r}, from which we deduce 
that n> - 2. When n is odd. the leading term is 
0{[1)2 (ll')]"-l}. Thus n> - 1. Near a = - kb the leading 
term is O[ilj(O')] and we obtain m> - 2 for m even, 
and m> - 3 for m odd. Similar but less restrictive re­
sults are obtained if 1>1 (a) is considered. In summary, 
the constraints 

m",-1, n~O withm+n=odd (4.24) 

must be satisfied if ib(a) is to be analytic in 1 + C. 
Therefore, every >11(0') which satisfies (4.23) and (4.24) 
is a solution of the homogeneous Wiener-Hopf equation 
(4.1). 

Before we can obtain upper bounds on m and n we 
need the form of the solution to the inhomogeneous 
equation (3.8). 

E. Synthesis of the solution 

Suppose there are p solution vectors >11 (j), j = 1,2, ... , 
p to (4.1), of which at least two, say >1I<t) and >11(2" 
have components satisfying ilP)>1I~2) - >1Ii\)'l112 ) *- O. Then 
a solution of the inhomogeneous equation (3.9) is 

U(a)=Ao I-~(a)X-l(O'o)(f(ao,'Yo»)+ t AJ>1I(j), 
27Tl (a - O!o) g(ao, 'Yo) J=l 

(4.25), 

G. The complete solution 

where I is the unit matrix, AJ are arbitrary constants 
and 

(
il (1) 'l1 (2») 

X(o') = iI~\) il12 ) • (4.26) 

The proof of the statement is immediate. Since 
det[X(a)]*-O, X-1(O') exists and so does U(a). The re­
sult then follows by substitution of (4.25) in (3.9). 

F. Upper bounds on m and n 

These are obtained through the order relations 
(3.10), 

as I a 1- oQ in u + C, 0 < vJ <: 1. From AppendiX B, Part 
2, we have pia) == 0(0'); thus from (4.23), 

iii (a) = O[a(m+n) /2+1], 

>112 (a):=: O[ a (m+n) /2-1]. 

(4. 27a) 

(4. 27b) 

Since only powers of a 1/ 2 can occur in the asymptotic 
expression for Via), we must have Vi = V2 = tHence 

Vi (0'):= 0(0'-1/2), 

V2 (a) = 0(a-3 / 2 ). 

(4. 28a) 

We have reached a possibly new result: For a half­
plane which is perpendiular to the axis of a gyro tropic 
medium, the field singularity at the edge is the same 
as for an edge in free space. 

According to (4.27), 'l1 i (ll')/'l12(a)=0(a 2
), so if no 

cancellation of leading terms takes place, (4.25) would 
give Vi (a)/V2(a) = 0(0'2), contradicting (4.28). Hence 
cancellation occurs; moreover it must occur in the com­
ponent Vi (a). Since the ultimate behavior of V1 (a) is 
0(a-1 / 2), Eq. (4.25) indicates that the maximum ex­
ponent of a permitted in (4. 27a) is t Therefore 

m+n!S1, (4.29) 

establishing the upper bound and showing that only three 
vectors are possible. They are denoted as follows: 

+(1): m=-l, n=O, 

+(2): m=O, n=1, 

>11(3) : m=1, n=O, 

We now complete the solution to (3.9). Since >11<1l and >11 (2
) are independent we can form X(a) from them [Eq. 

(4.26)]. (>1I la) and >11(2) could also have been used, with no change in the final result. ) We next construct a new vector 

(4.30) 

(4.31) 
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Now (X(a)Z]1 (0' - aot 1 = 0(0'112) as 10'1 - co, so that only +(1) can be used as the complementary function. From 
(4.25), 

V(O')=X(a)Z(a- 0'0)"1+;\+<1>, (4.32) 

with the constant A to be found. With the help of (4. 23), Eq. (4.32) becomes 

VI (0') = (0' - a ot 1{[171 (a)]-lp-l(a)Zl[a2(k~ - k2) + p2(a)] + 172(a)p-l(a)Z2[a2(k~ _ k2) _ p2(a)]} 

+ A[171 (a)]-lp-l(a)[a2(k~ - k2) + p2(a)], 

V2 (a) = 2ik;k~ (0' - aor1p-l (a){Zl(111 (0') ]-1 + Z2112 (a)} + 2ik;kN171 (0') ]-lp-l (0'). 

(4. 33a) 

(4. 33b) 

Now pIa) - p~a as 10'1 - 00 (Appendix TI, Part 2). Then 

V1(a) - al/2p:;,I{[k~ - k2 - P~]Z2 + [k~ - k2 +P~]A}+ 0(0'-1/2), 

Vz (a) - 2ik;k~a-3/2p:;,1 (Zz + A) + 0(0'-5/2). 

The leading term of VI (a) must vanish. This determines A, 

A = (p~ - k~ + k2)(p~ +k~ - k2r1Z2' 

(4. 34a) 

(4. 34b) 

(4.35) 

It can be shown that A + Z2 * 0; hence V2(a) = 0(a-3/2), as required. 

Summarizing, the (unique) solution to the inhomogeneous Wiener-Hopf equation (3.9) is given by (4.33), in which 
Z is given by (4.31), and A by (4.35). If the function L(a) is required, it can be found from (4.33) and (3.8). 

5. THE FIELD QUANTITIES 

The amplitudes A(a) and B(a) can be found from 
(3. 6), once VIa) is known, 

A(a) = k~(I1- y~)(k2 _ 0'2 _ y~) 

x [iki VI (0') + (k2 - 0'2 - Y~)V2 (0')], 

ik2Y2 a 
B(a) = k~(y~ _ y,)(k2 - a2 - yn 

x [ikiVI (0') + (k2 - 0'2 - yI)V2(a)]. 

(5. 1a) 

(5.1b) 

Of the eight possible branch pOints, + k2 is missing 
from A(a) while +kl is missing from B(a). The only 
pole is at 0' = 0'0' 

The field quantities may now be found by substituting 
(5.1) in (3.2), (3.4), and (3.5). However, it seems im­
possible to evaluate the integrals in terms of tabulated 
functions in the general case. Even a steepest descents 
approximation, although possible, 1 is very difficult and 
would be beyond the scope of the present paper. Instead 
we discuss some general properties and special cases. 

A. General properties 

We first show that the integrals (3.2), (3.4), and 
(3.5) converge. For Z > 0 the terms exp(iyjz) ensure 
this, since Im(Yj) > 0 as 0' - ± 00 (Appendix A, Part 4). 
When Z = 0, a more delicate investigation is needed. 
We already have Vj (a)=0(a-1/ 2) and V2(a) =0(0'-3/2). 
It is easy to check that Yl - i I a I and Y2 - ikki1 I 0' I as 
0' - ± co. Hence y~ - It = 0(0'2), k2 - a2 - YI = 0(1), and 
k2 _ 0'2 - y~ = 0(0'2). Thus A(a) = 0(0'-3/2) and B(a) 
=0(0'-1/2), so all the integrals converge. Incidentally, 
(3.7) shows that Ll (a) = 0(a-1/2) and L2 (a) = 0(0'-3/2). 

It is interesting that the pOints ± 0'1 and ± 0'2 are not 
branch points of the integrands (3.2), (3.4), and (3.5). 
This can be seen from the following argument. Clearly, 
V(a) does not have branch points at ± a j • Also, Yl - Y2 
when the point OJ is circled. Hence A(a) - B(a), by 
(5.1); and flO', Yl) - f(a, Y2), g(a, Yl) - g(a, Y2). Thus 

1843 J. Math. Phys .• Vol. 17. No. 10, October 1976 

Ithe total integrands are unchanged and, as mentioned in 
Sec, 2, the position of the a J relative to the k j is im­
material. Note that these results are not true of the 
individual ordinary and and extraordinary components. 

Lastly, the point 0' = 0'0 is easily seen to be a pole 
only of A(a) for Yl type incidence and only of B(a) for 
Y2 type incidence. 

B. Field components in the plane z = 0 

In this case, it is fairly easy to obtain far field ex­
pressions. Consider the Ey component 

Ey = Ie V2 (0') exp(iax) dO'. (5.2) 

For x> 0, the contour C can be closed by a large semi­
circle in u. The only contribution is from the pole 
0'=0'0, andyieldsEy=-E~j). Whenx<O, the contour 
is closed by a large semicircle in 1, indented around 
the branch cuts r 1 and r 2• The semicircle contribution 
vanishes and we are left with 

E .. =Ir r [V2 (0') - V2 (0')] exp(iax)da, (5.3) 
.Y 1 + 2 + -

with the top signs for r l , For large Ix I, the dominant 
contributions come from near the points - kl and - k2 
and yield 

Ey ,.,K1 1x 1-1/2 exp(- ik 1x) + K21x 1-3/2 exp(- U?zx), 

K J =const. 

This result tacitly assumes that only 17j(a) in (5.4) is 
rapidly varying near 0'=- k j' This is true of the terms 
[1±p2(a)k~(y~- YIr1] but not easily decided for 
A + ZI(a - 0'0)"1, It is tempting to conjecture that the 
latter is zero at 0' = - kl when the incident field is of 
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k, 

FIG. 3. Steepest descents contour Cs showing capture of the 
pole 0< =0<0' 

the Y2 type; otherwise we deduce that the scattered Y2 
type field is always dominated by the YI type regardless 
of the kind of incident wave. Similar results are ob­
tained for the Ex component. 

For E z we have 

E z = - k22 Ie aL2(a) exp(iQ:x) da; (5.6) 

hence E z = ° for X < 0, Z = 0, as we had assumed earlier. 

C. Field components in the plane x = 0 

In this case, a steepest descents evaluation for large 
Z can be carried out without too much trouble. Saddle 
points are given by the zeros of 

Y ( = t!:n. = ° J da . (5.7) 

The only relevant solution is a = 0; all others give ex­
ponentially small contributions as z - 00. We find 

(
_ 21T)1 /2 

Ex'" -z- exp(i1T/4) 

x [1(0, YI)A(O) exp(i z) + /(0, (2)B(0) exp(iy Z)] 
if, YI r-;; 2, 

VYj' vyz' 

(5. Sa) 

(
_ 21T)1 /2 

Ey'" -z- exp(i1T/4) 

xtg(O, Yl)A(O) exp(i z) + g(O, (2)B(0) exp(i Z)~. 
~ ~ ~ ~ 

VYI VY2 
(5.8b) 

The quantities Y j and yj' are evaluated at a = 0. The 
steepest descents contour is shown in Fig. 3. Note that 
if ao < 0, this pole will be crossed when deforming the 
contour. This is proper since the field point lies in the 
geometrical shadow. No Significant Simplifications of 
the expressions (5.8) seem possible. 

D. Reduction to uniaxial medium 

In the limit Eg = 0, the medium is uniaxial and the 
Wiener-Hopf system (3.8) splits into two distinct equa­
tions which are solvable by standard techniques. Al­
though there are solutions in the literature, 8 it is 
easier, for purposes of comparison, to solve the re­
duced set (308) directly. 

ASEg-Oweseethataj,0!2-0, k1-k, yi-k 2 -a2, 
and y~ - (k2/k~)(k~ - 0'2). Then (3.8) reduces to 

-2(k2-a2)1I2V2(a)=Ll(a), (5.9a) 

These have the solutions 

V2(a) = - Aog(ao, 'Y10)111 (ao)/21Ti(a - 0'0)171 (a) 

when the incident wave is a 'Yl type; and 

VI (a) = - Ao/(ao, 'Y20)112 (a)/21Ti(a - ao)112(ao) 

(5.10) 

(5.11) 

for Y2 type incidence. [We have introduced the notation 
'YJO = 'YJ(ao). 1 

Turning to our solution, as given in (4.33), we first 
note the following limiting values as Eg - 00 

pia) = (k + k2)1/2(k - k2)"1/2 

x [2kk2 + a (k + k2) + 2~ 111 (0')172(0')], 

O'2p.l(O')(ki - k2) + p(o') 

= - 4Vkk; [(k + k2)/ (k - k2) ]1! 217dO')172 (a), 

a2p.l(a)(k~ _ k2) _ pia) 

= 2[ (k + k2)/(k - k2) ]1/2(2kk2 + ka + k2a), 

Thus 

(5. 12a) 

(5. 12b) 

(5. 12c) 

(5. 12d) 

VI (a) -112 (O')(k + k2)1 /2 [- 4Ykk2 ZI + 2(2kk2 + ak + ak2)Z2 
k - k2 O! - 0'0 

- 2 (k + k2)Z2 J. (5. 13a) 

V2(o') - 2ik;k~p·l(a) 

x [Zlfl!.\.~r1 + Z27J2(a) + (k + k2)Z21 
0'- 0'0 2Ykkz111 (aU' 

(5. 13b) 

The quantities Zj and Z2 take rather different forms 
depending on the type of incident wave. Suppose it is of 
'Y 1 type. Then k

2 
- a~ - 'Yio - ° and 

2C01)2 (ao) (k + k2) t/2[ 1 
ZI - k2 2 2 -k k 2kk2 + ao(k + k2) , 

- ao - 'Yl0 - 2 

Z _ 4C01)2(ao)v'kk2(k+k2)1 /2 
2 k2 - a~ - YIo k - k2 ' 

where 

C _ Ao ~ (0'5 - k~) 
0-- 81Ti 112 (0'0) k~aO'Yl0 

Upon substitution in (5.13) we obtain 

Vt(a)=O, 

(5. 14a) 

(5. 14b) 

(5.15a) 

(5. 15b) 

which agrees with (5.10). [Note that (5. 15b) involves 
taking the limit ki(k2 - a~ - YiO)"1, which turns out to be 
infinite. This is an expression of the fact that E z = 0 
for the 'Y1 mode in the uniaxial case. ] 

When the incidence is of the Y2 type, we find 

4Co(k2+ao)Ylo (k+kz)I/2 
Z1 - (k2 2 2) Ykkz -k k 111(0'0), - 0'0 - Y20 'Y20 - 2 

(5. 16a) 

(5. 16b) 

(5.9b) which yields 
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(5.l7a) 

V2(a)=0, (5. l7b) 

in agreement with (5.11). 

6. CONCLUSION 

We have solved a new diffraction problem-that of a 
plane wave incident upon a half-plane embedded in a 
gyrotropic medium whose distinguished axis is per­
pendicular to the plate. The method used is the newly 
invented Wiener-Hopf-Hilbert technique, 3 in which a 
pair of homogeneous simultaneous Wiener-Hopf equa­
tions is reduced to a much simpler pair of Hilbert prob­
lems on the branch cuts. A set of characteristic solu­
tions to the latter is obtained, and from this set the 
entire solution to the problem is obtained. The solution 
satisfies all the conditions of the problem, and must, 
by the usual uniqueness condition, be correct. 

The solution requires certain inequalities to hold for 
the components of the permittivity tensor. However, we 
believe that the problem can also be solved when the 
inequalities are relaxed, but a complete investigation 
would involve much more work (e. g., see Refs. 12 and 
13) and is beyond the scope of the present paper. 

Other generalizations are possible. We can also 
solve the problem of a similarly oriented half-plane, 
but with magnetic and electric anisotropy and arbitrary 
skew incidence. This problem will be treated in a sub­
sequent paper. 
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APPENDIX A: DERIVATION OF SOME USEFUL 
RELATIONS 

1. Relative positions of k 1 and k 2 

Equation (2. 2a) shows that k 2 ( = k a) is real and posi­
tive. We have from (2. l3a), 

ki - k~ = k 2 - k! k-2 
- k~ 

= k-2[k 2 (k2 - k~) - k:] 

> k-2[ (k2 - k~f - k:] by (2, 2a) 

> 0 by (2. 2b). 

This establishes the relative positions of kl and k2 on 
the real axis; if a small loss is added to the medium it 
can be shown that they are displaced into the first 
quadrant. This consideration determines the placement 
of the contour C. 

2. Relative positions of a l and 0'2 

According to (2. 11), the real part of a] (j = 1, 2) is 
always positive; and by (2. 2b), (k 2 - k~)2 - k: is also 
positive. Hence, o:i lies in the first quadrant and o:~ in 
the fourth. After taking the square root in a consistent 
way, we deduce that O:j lies in the jth quadrant. It is 
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seen that only in the limit k, = 0 does 0: j approach the 
real axis; this limiting value is O:j=O. No precise 
statement can be made about Re(O:I); it can be greater 
than kl or less than k2• To make the problem definite, 
we assume Re(O:I) < k2 and eventually demonstrate that 
the relative position is immaterial. 

3. The branch points and cuts of 'YI and 'Y2 

As is evident from (2.9), (2. lOb), and (2. l2c), the 
possible branch points of Yj lie at the eight points 
± kj, ± k2' ± ai, and ± 0:2' Consider D(o:), defined in 
(2. lOa). For a = 0 it is positive and changes sign at 
a2=2k2k~(k2+k~)"1 (=k~, say). Now 

k; > 2k2k~ (k2 + k 2)"1 = k~ = k~. 
Also, 

ki =k2 _ k~-2 

> k2 _ k-2(k2 - k!t2 by (2.2b) 

= k~(2 - k~k-2) 

= k! (k2 + k~)"I[2k2 + k~(l- k~k-2)] 

(AI) 

> 2k~k2 (k2 + k!t1 = k~. (A2) 

Hence, D(± k 2) > 0 and D(± k 1) < o. It will be shown sub­
sequently that tl.(a) is real and negative for all real a. 
Since the zeros of D(a) ± tl.(a) lie at ± kl and ± k2 by 
(2. l2c) and are simple, we must have 

D(± k 2) + tl.(± k 2) = 0, 

D(± k 1) - tl.(± k 1) = o. 
(A3a) 

(A3b) 

Therefore, Yj(± k j) = O. Quite clearly ± aj (j = 1,2) are 
branch pOints of both Yl and Y2; thus we have the result 
that Yj has six branch points; ±kj, ± aj, ± a2. 

Figure 1 shows the placement of the branch points 
and cuts. We have to choose branches such that tl.(a) 
is negative for all real a and such that Yl and Y2 are 
either positive real or positive imaginary for real 0:. 

Consider a typical square root a(a)=(t2- ( 2)1/2 and 
choose the branch for which a(O) = t. If the real part of 
t is positive, the signs of a(a) as a function of a are 
as shown in Fig, 4; while if negative, Fig. 5 applies. 
Since tl.(a) contains the product of a similar pair of 

Re (.,.) < 0 

Im( c,.) = 0 branch cut 

--~~---- "-"---~---+~~--------~-

FIG. 4. Branch cuts of a typical square root a= (1:2 _0'2)1/ 2 for 
I: in the first quadrant. The signs of RE' (a) are shown. In the 
shaded area Im(a) <0, elsewhere Im(a) =-0. 
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branch cut ----. 
1m (.,.) =0 

Re(O"»O ,1 
Re(.,.)=O~ J 

----------- LO 

-------

'
-E~Re(O")=o 

0: branch cut 
1m(,,) =O----+~~ 

~ Re (,,»0 

FIG. 5. Branch cuts of a typical square root U= (t2 _( 2)l/2 
when t lies in the second quadrant. The signs of Be (0-) are 
shown. In the shaded area Im(u) < 0, elsewhere Im(u)? O. 

roots, we deduce that Re[c.(a)] < ° for all real a. There 
remains the choice of the sign of the root in (2.9); we 
choose it so that Yj(O) > 0, j = 1,2. With this branch, 
Im(Yj) > ° for I a I > k j' if the branch points are circled 
as shown in Fig. 1. We do not show it, but if the medi­
um is slightly lossy, Im(Yj) > ° for all real a. 

4. Behavior of 'Yj near the branch points ± k j 

This follows immediately from (2, 12c) and the result 
in Appendix A, Part 3, that the pOints ± k 1 are not 
branch pOints of Y2, nor ± k2 of Yl' Thus Yj behaves as 
(k}- ( 2)1/2Fj(a), where Fj(a) is analytic on and near the 
branch cut contours from ±l?J. It is then clear that Yj 
changes sign as the branch cut is crossed. 

5. Combinations of 'Yl and 'Y2 

It is quite obvious from their definitions that Yl + Y2 

and YtY2 do not have branch points at ± at and ± az. 
Furthermore, Yl + Y2 is never zero in the finite a plane, 
for if it were, we would have YI = yL giving c.(a) = 0, 
and a =± aj, j = 1,2. Then Yl =± [tD(aJ)]I/2, Y2 
=± [tD(a j )jl/2; but Yj and Y2 are both positive at a =0, 
so the same signs must be chosen. Therefore Yl = Y2 

and Yl + Y2 ;< 0. 

6. The zeros of k 2 
- a 2 

- 'Yf and k 2 
- 0:

2 - 'Y~ 

Consider the product (k2 - a2 - yi)(k2 
- 0: 2 

- y~). On 
multiplying and USing (2.12) we obtain 

(l?2 - 0'2 - yr)(f?2 - 0'2 - yD = kik;2(a2 - ki). (A4) 

Now Y2 (± !?2) = 0, hence!?2 - 0'2 - A is not zero at a = ± 122 ; 

so 112 - 0'2 - Y1 has simple zeros at Q = ± k2' while 
J?2 _ a 2 - y~ has none. 

APPENDIX B: DERIVATION AND PROPERTIES 
OF p(Q) 

1. Derivation 

The Hilbert problem (4. 17) can be written in the form 

¢.(a) + ¢-Ca) =;;(0'), (Bl) 

where ¢ (a) = log[ ,yj(a)/,yf(a)] and g(a) = - log[k~(y~ - yin 
Introduce 

(B2) 
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and substitute in (Bl), 

This is a standard Hilbert problem with solution 

1 
l/l(a) = -. 

2m f g(t)dt 
r.r r]l (t)r]2 (t)(t - a) . 

t 2 

To evaluate (B4), we first convert it to an integral 
around the branch cuts, 

l/l(a) - _1 f-K-.(t) dt 
- rri r]i (t)r]2 (t)(t - a) , 

(B3) 

(B4) 

(B5) 

For I t I - 00, the integrand is O(logt/f) and the integral 
on a large circle vanishes. Hence the integral (B5) can 
be replaced by minus the contributions from the pole 
t = a and the four branch cut integrals from ± ai and 
± a2. On these contours, g(t) becomes very simple and 
the integrations elementary. Omitting the details, we 
find that 

where 

xs(a, - at)s(a, (2)s(a, - (2) 

and 

s(a, 1;) = r]i (a)r]2(1;) + r]2(a)r]1 (1;). 

Finally using (B2), we get 

l/lj(a)/l/lf(a) =p.2(a) 

(B6) 

(B7) 

(B8) 

(B9) 

and we can verify by direct substitution that (4.16) is 
satisfied. 

2. Analytic properties of p(Q) 

The only possible singularities of p(a) or p-i(a) are 
at zeros of SeQ, aj). Suppose s(a,- al)=O. On squaring, 
we have 

(BI0) 

whose only solution is 0'=- al' But s(- af> - al) 
= 2,,1(111 - al)(k2 + al), and this is nonzero, since al ;<kl 
or - 112 by the results of Appendix A, Parts 1 and 2. 
Therefore, p(a) and p.l(a) are analytic in u + l + C - r l 
- r z• 

As I al - 00 in u + C we derive directly that 

(Bll) 

where 

(BI2) 

and 

h(a) = 1)1 (a) + r]2(a). 

Lastly, we record the barrier equation satisfied by 
pea) on r l and r z, 

p.(a)p.(a) = - k~c.(a). (B13) 

This can be verified directly from (B7) and shows that 
(4. 18) is a solution to (4.16)0 

R.A. Hurd and S. Przezdziecki 1846 



                                                                                                                                    

*S. Przezdziecki is on leave of absence from the Institute of 
Fundamental Technological Research, Polish Academy of 
Sc iences, SWietokrzyska 21, 00-049 Warsaw, Poland. 

IS. Rosenbaum, ·Can. J. Phys. 45, 3479 (1967). 
2R.A. Hurd, Can. J. Phys. 45, 2561 (1967). 
3R.A. Hurd, Can. J. Phys. 54, 775 (1976). 
4S.R. Seshadri and A.K. Rajagopal, IEEE Trans. Antennas 
Propag. 11, 497 (1963). 

5E. V. Jull, Can. J. Phys. 42, 1455 (1964). 
6p. De Santis, Alta Freq. 35, 112 (1966). 
7L. B. Felsen, Proc. lnst. Electr. Eng. Ill, 454 (1964). 
BB. Rulf, SIAM J. Appl. Math. 15, 120 (1967). 
9S. Przezdziecki, J. Appl. Phys. 37, 2768 (1966). 

lOW. E. Williams, J. Inst. Math. Its Appl. 2, 186 (1966). 
liS. Rosenbaum, Research Report No. PIBMRI-1320-66, 

Microwave Research Institute, Polytechnic lnst. Brooklyn 
(1966). 

1847 J. Math. Phys., Vol. 17, No. 10, October 1976 

12S.R. Seshadri, Can. J. Phys. 46, 1473 (1968). 
13E. Arbel and L. B. Felsen in Electromaf!netic Theory and 

Antennas Part I, edited by E. C. Jordan (Pergamon, Oxford, 
1963) , p. 391. 

14For a cold electron plasma characterized by a plasma fre­
quency wp and a gyro frequency we' postulates (2.2) follow 
from assuming that the operating frequency w satisfies 
wp<w<wc' 

15Subsequently, it will be shown that the position of OIJ is of no 
consequence, so long as it is not on the real axis (01 J = 0 
excepted). 

16The solution (4.18) is not unique. Any function of the form 
exp [111 (a) m112 (0I)np(0I)]_2(a) satisfies (4.16) for an arbitrary 
polynomial Pta) and odd integers m and n. A requirement of 
algebraic behavior at infinity and avoidance of essential sin­
gularities at a+kJ=O demands P(a)=O. 

R.A. Hurd and S. Przeidziecki 1847 



                                                                                                                                    

BogoliuboY inequality for unbounded operators and the Bose 
gas 

M. Bouziane and Ph. A. Martin 
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We provide the mathematical arguments which are needed to obtain a rigorous proof of the absence of 
condensation in a one- and two-dimensional Bose gas of particles having superstable interactions. 

I. INTRODUCTION 

The demonstration of the absence of condensation in 
a one- or two-dimensional interacting Bose gas relies 
on a well known argument' which makes use of inequali­
ties originally due to Bogoliubov. 2 The Bogoliubov in­
equality is 

t!3(AA* + A* A)([[C ,H], C*]) ~ 1 ([C ,A]) 1 2
, (1) 

where H is the Hamiltonian of the system in question, 
( 0) denotes the thermal average with respect to the 
temperature T= (kj3)"' and the Hamiltonian H. A and C 
are observables of the system which have to be con­
veniently chosen in view of specific applications. 

A mathematically correct use of the Bogoliubov in­
equalities in statistical mechanics requires two steps. 
In the first step one establishes the existence of the 
averages and inequality (1) for a finite volume system, 
whereas the second one consists in a proper handling 
of the thermodynamic limit. This has been done for 
quantum systems whose finite volume description in­
volves only a finite-dimensional Hilbert space (for 
instance, the proof of absence of long-range order in the 
one- and two-dimensional isotropic Heisenberg ferro­
magnet3,4), and also for a certain class of classical 
lattice systems. 5,6 Elegant proofs of the Bogoliubov in­
equalities have also been obtained in the framework of 
statistical mechanics of infinite systems for states 
satisfying the Kubo-Martin-Schwinger condition7 (see 
also in Ref. 8). However, none of these existing proofs 
cover the case of the Bose gas. 

The reason for this is that already at finite volume 
states of the Bose gas are described in an infinite­
dimensional Hilbert space, and the operators A, C, H 
which are used in (1) are of an unbounded nature. In 
such a situation operator relations like (1) need to be 
treated with care, for it is well known that formal 
manipulations of unbounded operators may lead to 
paradoxes. {Set for instance H=p2/2m, C=p, A=q 
with [q ,p] = iii, then (1) gives formally 1i2 ~ O!} 

As far as an infinite volume description of the inter­
acting Bose gas is concerned, the question of the exis­
tence of KMS states has not yet been settled and the 
validity of the formulation of Ref. 7 is far from obvious. 

Since there are very few exact results on the inter­
acting Bose gas, it seems to be desirable to put on a 
firm basis the available pieces of information. Thus the 
purpose of this note is to provide the mathematical 
arguments which are needed to make completely 
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rigorous the proof of absence of condensation in a one­
or two-dimensional Bose gas with superstable inter­
actions. The super stability condition will be seen to 
play an essential role. 

Technically, we extend slightly the study of some 
operator relations done by Ginibre in Ref. 9. For the 
application considered in Ref. 9 it was sufficient to as­
sume that the operators occurring in the Bogoliubov 
inequalities were bounded by the number of particles 
operator N. The point is that this will not be the case 
here and questions of domain have to be examined care­
fully. However, uniform bounds which are needed to 
control the thermodyanic limit may be taken from 
Ref. 9. 

In paragraph 2, we indicate in which sense the 
Bogoliubov inequalities have to be understood for a 
general class of unbounded operators, and the speCific 
application to the Bose gas in given in paragraph 3. 

II. BOGOLIUBOV INEQUALITY FOR UNBOUNDED 
OPERATORS 

Let H be a separable Hilbert space and H be a self­
adjoint operator on H with discrete spectrum. We shall 
assume throughout the following that exp( - f3H) belongs 
to the trace class of operators L,(j"{) for all {3>0. We 
consider the set CH of linear operators A on H with 
domain D (A) having the property 

CH ={AID(A)nD(A*)::JD(exp(j3H)) for all j3>0} 

CHis a linear manifold. Moreover, if A E C H' its ad­
joint A * belongs also to C H' D (exp(f3H)) being dense 
in H, A and A * are densely defined and hence closable. 
(For the relevant mathematical concepts see Ref. 10). 

On C H we introduce the two following sesquilinear 
forms for fixed positive f3: 

1 N 

(A, B) N = z 6 (ACPn' BCPn) exp(- !3A), 
n~l 

1 N N 

(A,B)N=:z6 ~ (ACPn' CPm)(cpm' BCPn) 
n=1 m=l 

X exp(- [JAm) - exp(- ,(3An) 

A - A ' n m 

(2) 

where {cp n' n = 1 ,2, ... } is an orthonormal basis of 
eigenvectors of H with corresponding eigenvalue An' and 
Z = Tr exp( - J3H). The operators A and B are obviously 
well defined on the eigenvectors CPn and the positive 
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factor [exp( - f3Am) - exp( - 13 An) ]/ (An - Am) set equal to 
13 exp( - ,BAn) when An = Am' 

Lemma 1: 

If A and B belong to CH then 

(A,B)=lim(A,B)N and (A,B)=lim(A,B)N 
N-~ N-~ 

exist and defined sesquilinear forms on C H' (A, B) is a 
positive definite scalar product on C H' 

The proof of the convergence relies on the fact that 
the sums 2:;_1 (rpn' Xrpn) are absolutely convergent when 
X is a trace class operator. We remark first that 
A exp( - f3H) is bounded. Indeed if A E C H' A exp( - f3H) is 
defined everywhere and closed since A* is densely 
defined. Therefore by the closed graph theorem, 
A exp( - f3H) is bounded and has a bounded adjoint. More­
over, since we can decompose A exp( - (3H) 

= A exp(- /3H/2) exp( - /3H/2), we conclude that A exp( - f3H) 
belongs to C(H) for all 13>0. Hence, (A,B)N which can 
also be written as 

(A,B)N= ~ ~ (Aexp (_/3:) rpn,Bexp (_~H)rpn) 

= ~ ~1 (rp n' [A exp (- 13:) r B exp (- (3:) rp n) 

converges as N ~ 00 when A and B belong to C H' 

Using the inequality [exp( - (3x) - exp( - f3y)]/(y - x) 
~ if3(exp( - {3x) + exp( - {3y») and the fact that all terms are 
positive, we majorize 

N N 

~2i 6 6 (Arpn,rpm)(rpm,Arpn)(exp(-{3Am)+exp(-f3An» 
tf::l m=l 

~ lim if3«A* ,A*)N + (A,A)N)= i)3«A* ,A*) + (A,A». 

(3) 

(A,A)N is a bounded and monotonously increasing 
sequence and therefore it has a limit (A,A)=limN~",,(A, 
A)N' SinceCH is a linear manifold, (A±B, A±B)N and 
(A ± iB, A ± iB) N converge also, from which we conclude 
by the polarization formula that (A, B)N converges to 
a limit (A, B) as N ~ 00. From its definition (A, B) is 
clearly a scalar product. It is positive definite because 
(A,A)=O implies (rpn,Arpm) = ° for all n and m and hence 
A=O. 

The functional (A, B) is an extension of the usual trace 
(l/Z) TrA*Bexp(-/3H) and reduces to it when A and B 
are bounded. We get the Bogoliubov inequality if we 
choose B of the form [C, H] for some C. Precisely, we 
have the following lemma. 

Lemma 2: Assume that 

«i) A and C belong to CH , 

(ii) C and C* map D(exp({3H) into D(H) for all )3> 0. 

Then 

I(A,C) _(C*:A*)12 

~ i13«[H, C], C) + (C* ,[H, C* D )(A ,A) + (A*, A*»)' (4) 
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If rp ED (exp(/3H», then rp = exp( - i3H)/j! for some /j! E H 
and CHrp=Cexp(-{3H/2)Hexp(-{3H/2)/j! is defined, 
Cexp(-f3H/2) and Hexp(-)3H/2) being both bounded. 
By assumption HC is also defined on D(exp({3H). Hence 
[C,H] and [C*,H] belong to CH' Setting B=[C,H] in the 
definition of (A, B) we get immediately (A, [C ,H]) 
=(C* ,A*) -(A,C). Equation (4) results from the 
Schwartz inequality 1(A,B)12~(A,A)(B,B) and of the 
bound (3). 

We shall now proceed to the verification of the con­
ditions of lemma 2 in the case of interest for the Bose 
gas. 

III. APPLICATION TO THE BOSE GAS 

A. The Hamiltonian of the Bose gas 

Let us recall the construction of the Hamiltonian of 
a Bose gas submitted to an external gauge symmetry 
breaking field. 11,12 We consider first a n-particles sys­
tem of mass m enclosed in a cubic box A of side L in 
Rd, d=1,2,3, described in Hn(A) = (L2(A)®")sYl11 •• Its 
kinetic energy is the dn-dimensional Laplacian 

1 " 
H~=- 6 P~ 

2m i-I = 

with periodic boundary conditions. H~ is self-adjoint on 
its natural domain D (H~): 

D(H~) ={ rp(ku ... ,kn) 

X I kl,.~kn (2~ ~ k;) 21 rp(kt> •.• , k2) 12 <: oo} 

with 

P = {pT = _ i _0_ r = 1 ••• d} 
i i AX) , , 

d 

P:=6 (p'j)2, 
r=l 

{ 
21TVT } 

k = kT __ - r-l"'d vTintegers i j- L ,-, . 

The interaction Un(x1"'xn), xj={xj',r=l. "d}, 
satisfies the super stability condition 

Un(x 1 '" xn) '" - bn + aV-1n2 (5) 

with a>O, b>O, V=Ld, andLJ (H8)nLJ (Un) is assumed to 
be dense in Hn(A). Let QHn + Qun be the sum of the 
quadratic forms associateOd with H~ and un on D(H~) 
nO(Un). This form is densely defined, bounded below, 
and hence closable. Its closure Q/l" determines uniquely 
a self -adjoint operator Hn together with its domain D (Hn). 
One has the following relations between the domains of 
the involed operators and forms: 

D(Hn) cD Q(Hn) =D Q(H~) nD Q(Un) -::;D (H3) n D (un). 

H" is the total energy of the n-particle system. 

In order to treat the Bose gas in the grand canonical 
formalism, we introduce the Fock space] (i\) = 2::-0 EB 
xHn(A) and on ](A) the direct sum Hamiltonian H 
=L;;=oEB H". H is self-adjoint on its natural domain: 
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and 6 1IH"rp"112<oo}. 
n:::O 

In the same way we define 

® EB 
H" =6 (H" - 1J.n1") 

n=O 

for every real chemical potential IJ. on O(H,J: 

O(H,,) = {rp = {rp", n= 0,1, 0 • o}E:](A) I rp" E:O(H") 
® 

and 6 II (H" - IJ.n)rp" II 2 < oo}. 
11=0 

We note that 

(a) 0 (H,,) cD (JV2) cD (N) for all IJ. where N is the num­
ber of particles operator and 

(b) 0 (H,J = 0 (H) is independent of IJ.. 

(a)follows from the super stability condition (5): 

(rp", (H" - IJ.n)rp"b~ (- (IJ. + b)n+ aV-V) II rp"112, rp"E:O(H"). 

(6) 

For fixed IJ. and V, and for n large enough, the right­
hand side of (6) is positive. One can find a number C> ° 
(depending on IJ. and V) such that (rp", (H" - j.J.n)rp") 
;> Cn2 11 rp"1I 2 and also II(H" _ IJ.n)rp"11 2;> C2n4 11 rp"1I2. There­
fore if rp belongs to 0 (H,,), we see that n4 11 rp"11 2 is sum­
mable, which shows that rp belongs also to 0 (JV2) cD (N). 
(b) is deduced of the identity 

II (H" - IJ.n)rp" 112 = II H"rp"112 - 2IJ.n(rp" ,H"rp") + n211 rp"112, 

the summability of one of the series 2:" IIH"rp"11 2 or 
2: "II (H" - IJ.n)rp"W implying (a) and the summability of the 
other. 

In order to get a nonvanishing order parameter at 
finite volume, it is necessary to add to H" a gauge 
symmetry breaking term (Bogoliubov's method of quasi­
averages). We choose it of the form ;\:IV(ao + a~), 
where ao is the annihilation operator on] (A) of a parti­
cle in the k = ° momentum state. The v'V factor is 
needed for reasons of extensivity. We show that for 
every V, A Vv(ao + at) is relatively bounded with respect 
to H" with relative bound less that one. 

We remark first that by (a), ao and a~ are defined on 
O(H). We have to establish that 

(7) 

with b < 1 for each V. If rp E: 0 (H) and z is an arbitrary 
complex number with Imz,c 0, we can write rp 
=(H" -Z)-11/J for some I/JE:](A). Then 

II A VvaorfJ II = II AvVao(N + 1)-1/2(N + 1)1/2(H" - z)-I</111 

,,; I A I v'V II a o (N + 1 r 1l2 11 II (N + 1 )1/2(H" - z )-1 II 

x(IIH"rfJll + Izlllrpll)· (8) 

The norm II (N + 1 )1/2(H" - z tIll is readily evaluated in 
the spectral representation of H,,: 

I 
(n+l)I/21 

II (N+1)1/2(H _z)-111 = sup sup --":':":"--'--
" "e E -lJ.n - z 

(9) 
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where E runs for each n on the spectrum of H". One 
deduces of (6) that for large n the spectrum of H" - IJ.n 
is bounded below by E - IJ.n ~ Cn2

, C depending only on Jl 
and V. Consequently, for fixed IJ. and V, the quantity 
I (n + 1)1/2/(E - IJ.n - z) I can be made as small as we wish 
uniformly in E and n by choosing Imz large enough. In 
view of (8), (9) and of a similar estimate for AVva~ we 
see that (7) holds. Therefore, H A = H - JlN + Av'V(ao 

+ a~) is self -adjoint on 0 (H "J =/J (H) for all IJ., A, and 
V. This concludes the description of the full Hamiltonian 
H "A and of its domain. 

We do not repeat here the proof that exp( - (3H,,) be­
longs to L IG (A) for all IJ.. 11,12 The fact that exp(- {3H"J 
is also of trace class for all IJ. and A follows from the 
inequality 

(10) 

B. Absence of condensation 

The absence of condensation in a one- or two-dimen­
sional Bose gas is then understood in the following 
sense. The average value of the order parameter 
V-1

/
2ao is calculated with the gauge symmetry breaking 

field in the thermodynamic limit which is taken first. 
Then the field is removed and the order parameter is 
shown to vanish. This procedure motivates the follow­
ing choice of the operators A and C on ](A) which will 
enter the Bogoliubov inequality: A= V- 1

/
2a

k 
is the an­

nihilation operator of a particle in momentum state k 

and C = 2::'0 EB C" with 

" 
(C"cp)(xu ' .. ,x")= (6 exp(ikx)CP(xp ••• ,x"), 

j =1 

cp(xu " .,x")E:H"(A)andk={21Tllr/L, r=1. .. d,llr 

integers}. 

Clearly when k = 0, A is precisely the order parameter 
and C reduces to the generator N of the gauge group. 

Let us verify that A and C fulfill the conditions (0 
and (ii) of Lemma 2 with respect to the Hamiltonian H"l.' 
Since A, A *, C and C* are defined on 0 (N) ~ 0 (H "A) 
:JO(exp«(3H"l.», (0 holds true. For (ii) we proceed with 
the following steps. (0') C" maps the form domain 
OQ(H") into itself. Since by constructionOQ(H")=DQ(H~) 
noQ(u"), it is sufficient to show that C" leaves OQ(H~) 
andOQ(U") invariant. For 0Q(U") it is an obvious fact: 
C" is defined by the multiplication by a bounded function 
of the coordinates. Now cp E: 0 Q (H~) if and only if cp 
E:O(Pjl for allj=l ... n, r=l . .. d, and cn leaves the 
O(P'j) invariant with 

(p~cncp)(XI 0 0 oxn)=kr exp(ikx)CP(x l 0 0 0Xn) + (CnP'jCp)(x l 000 xn) 

[remember that exp(ikx,), k={21Tllr/L}, is periodic]. 
«(3) [cn,H~] is defined onOQ(Hn). We have indeed on 
OQ (H~) ~O Q (H") 

d n 

([cn,Hg]cp)(x
l

o 0 oxn)=6 6 kr exp(ikxj)(pjCP)(x l ' 0 ox) 
r=l j =1 

(11) 

Using the inequality 2:~"Mmn~q2:~M"" valid for and q­
dimensional positive matrix M and the super stability 
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condition (6), we can majorize the square of the norm 
of the first term in the right-hand side of (11) by 

d " 

6 6 krkTl(exp(ikx;, )p~:Cp, exp(ikxj)p~CP) 
r,r j,j 

";2mdk 2 (nQH"(cp,cp)+bn2(cp,cp)), cpEDQ(H"). (12) 

(y)cn maps D<H") into itself. If IjJ E D (H~) n D (U") and 
cpED(H"), we are allowed to write in view of (a) and (f3) 

QH "(C"cp, 1:1== (C"cp, H"1/;) = (cp, (C")* H"IjJ) 

= (cp, (H"C* + [(C")*, H(j]) 1jJ) 

= «(C"H" + [H~,C"J)CP, 1/;). 

Since D (Hg) n D (U") is a core of QH" and by the very 
definition of D(H"), (13) implies that C"cpED(H") and 

(6) (ii) of lemma 2 is true. We remark first that 

(13) 

(14) 

C(N + 1)-1 maps D (H) into itself. If ¢ = {¢", n = 1,2 0 
00 } 

ED(H), then by (14) 

(HC(N+ 1)-1¢)n= (n+ 1)-lcnHn¢" + (n+ 1)-I[H~,C"J¢n, 

~o C ~ 1 r II cnH"¢nI12.,; &a 11H"¢"112< "', 

and in virtue of (11) and (12) 

~ (n ~ 1) 211 [H~, C"J¢" 112 

is also finite. Now for every >¥ E J (A), N exp( -!3H IJ-x1>¥ 
belongs to D (H) since we can write 

the first term of the right-hand side being obviously 
defined everywhere as well as the second one in virtue 
of (a) D (H IJ-J =D (H) cD (if). Therefore we conclude that 
C exp( - ,8H IJ-;)>¥ = C (N + 1)-l(N + 1) exp( - (3H IJ-~) >¥ belongs to 
D(H)=D(H,,~) and this is precisely (ii) of lemma 2. 

We obtain a proof of the absence of condensation if 
we insert A and C in the Bogoliubov inequality in its 
form (4). After a direct calculation which we do not 
reproduce here! one finds for each k = {27TVr / L, vr 

integers} 

Here the averages (A> = TrA exp( - ,8HIJ-~)/Tr exp(- .SHIJ-x) 
are well defined in virtue of the preceding analysis and 
they depend on the parameters .B, V, /l, and A. Using 
N(ao + a:n.,; N + V and summing (15) on k up to I k I .,; ko 
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< "', one gets 

1 6 ( 1 ) I (aO> I 2 

Vlkl"'kO k 2/m + I A\ V 

";f3(N) +1) vI 6 «atak> + 1) 
V Ikl'" kO 

.,; t3 (N'; + 1) (N'; + 6 ~). 
V V Ikl"'kO 2V 

(16) 

Furthermore for fixed /l and {3 the dens ity (N'; / V is 
bounded uniformly with respect to I A\ .,; AO , V? Vo 
with AO < "', Va> O. This follows from the following facts 
(lemma 2 of Ref. 9): 

(1) The pressurep(A,/l)=(l/.BV)lgTrexp(-;3HIJ-x) is 
bounded by a positive function of the form 

peA, /l)"; I AI + p( I AI + /l),p(/l) independent of V. 

(2) peA, /l) and p(/l) are increasing and convex in /l. 
Hence, choosing a 6> 0, we have 

(N'; =_O_p(A /l).,;p(A,/l+O)-P(A,/l) .,;AO+p(AO+/l+O) 
V (I/l' 6 6 

With this and (16), we see that there exists a 1'011 inde­
pendent of A and V (but depending on (3 and /l) such 
that: 

k 
. I (aO> I 2 < ({ 0 I k I d-l ) _1 

;~r:; --V- ~!VI } 0 k 2/ m + i A I d I k I . 

Since the integral in the right-hand side tends to infinity 
as A - 0 for d.,; 2 we conclude that the order parameter 
vanishes: 

lim lim 0.sL = 0 
x-a v-~ -IV 

for all {3> 0 and all chemical potentials /l. 
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When the space of paths is a certain Hilbert space H, we show how to extend the Feynman path integral 
J of DeWitt and Albeverio and Hoegh-Krohn. Our extension enables us to integrate a wider class of 
functionals on H. We establish a new representation for the wavefunction in nonrelativistic quantum 
mechanics-the quasiclassical representation. Using our extension of J and the quasiclassical 
representation, we discuss the problem of obtaining classical mechanics as the limiting case of quantum 
mechanics when h-;O. 

1. INTRODUCTION 

There is a saying attributed to Einstein that 
"mathematics is an exact science until one tries to ap­
ply it to the physical world. " Nowhere has this state­
ment been more valid than in the many attempts to give 
a rigorous formulation of the Feynman path integral] 
in nonrelativistic quantum mechanics. That is at least 
until recently when a number of papers appeared which 
give a workable definition of the Feynman path integral 
] for a restricted class of functionals. 

Amongst the first of these papers were those of 
Cameron and Itoi giving a precise definition of] by 
various limiting procedures. The first definition of] 
not involving a limiting procedure was formulated by 
C. DeWitt2 by invoking some of the ideas of Bourbaki on 
"promeasures" and generalizing them to "prodistribu­
tions. " C. DeWitt's far reaching formulation was later 
elaborated upon by Albeverio and Hoegh-Krohn. 3 For 
spinless nonrelativistic quantum mechanical particles 
Albeverio and Hoegh-Krohn choose the path space to be 
a certain Hilbert space H. Using basic results from 
harmonic analysis on H, Albeverio and Hoegh-Krohn 
define] without recourse to "prodistributions. " Un­
fortunately the class of integrable functionals on H in 
Albeverio and Hoegh-Krohn's treatment is rather 
restricted and the applications of the theory to non­
relativistic quantum mechanics although elegant are 
rather limited. It is clear that if the theory is to have 
greater applicability a new definition of] is required. 

In this paper we give a concrete realization of the 
path space H and by considering a certain projection P n 

on H we extend the definition of] to a wider class of 
functionals. We believe that for nonrelativistic quantum 
mechanics the extension of] given here is in some real 
sense maximal. As an application of our extension of 
] we discuss the celebrated problem of obtaining clas­
sical mechanics as the limiting case of quantum 
mechanics when Pi - O. To this end we establish a new 
representation for the wavefunction solution of the 
Schrodinger equation- the quasiclassical representation. 

To make our paper as self-contained as pOSSible, 
we give a very brief outline of DeWitt's and Albeverio 
and Hoegh-Krohn's work in deriving the Feynman-It6 
formula for the wavefunction. This Feynman-It6 form­
ula is extended to give the quasiclassical representa­
tion. As we shall see our extension of] and the quasi­
classical representation are very convenient in the dis-
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cussion of the problem of obtaining classical mech­
anics from quantum mechanics. The problem of ob­
taining classical mechanics from quantum mechanics as 
Pi - 0 has been discussed by several authors. The most 
notable results are due to Hepp and Maslov, who use a 
completely different approach. 4 

The basic question posed by Feynman's work5 is how 
to define the Feynman integral, ] (f), written sym­
bolically 

] (f) = frEx I(x) dw(x), 

where I is a functional defined on the path space X and 
w is the "pseudomeasure" corresponding to the Feyn­
man integral. Cameron6 has shown that w is a poor 
additive set function. DeWitt defines w, therefore, not 
as an additive set function but as a distribution of rank 
zero, The "pseudomeasure" w is, in fact, determined 
by defining its Fourier transform to be exp(- i/2)W, 
where W is a positive definite quadratic form on X' the 
dual of X. W is called the variance of w. 

DeWitt's definition of] using "prodistributions" 
assumes that the path space X is merely a locally con­
vex Hausdorf topological vector space. In the cases of 
interest to us the path space X will, in addition, be a 
separable and reflexive Banach space and we shall not 
require the machinery of "prodistributions. " Using 
the Hahn- Banach theorem, the separability and re­
flexivity of X imply that X', the dual of X, is separable 
in the norm topology, We choose as a convenient a 
field on X' the a field generated by the subsets of X' 
open in the norm topology. Denoting the action of the 
functional x' onx by (x',x), for eachxEX, 
exp(- i(x', x») is continuous in x' in the norm topology 
and is therefore Borel measurable relative to our a 
field. Let IE] (X) be a functional defined on X such that 

j(x) = f exp(- i(x',x»)dfJ.(x'), 

where fJ. is a bounded complex measure on X'. Then, 
assuming the variance W is such that 
exp[- (i/2)W(x',x')] is measurable, the Feynman in­
tegral with variance W is defined by 

](f)=f exp[- (i/2)W(x',x')]dfJ.(x'), 

whenever this integral exists. 

We shall see that for a spinless nonrelativistic 
quantum mechanical particle we can choose X = H, a 
certain reflexive Hilbert space of paths. In this case 
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the variance W H appropriate for H turns out to be the 
Hilbert space inner product. The Borel sets in Hare 
given by the a field generated by the subsets of H open 
in the inner product II II topology and trivially 
exp[ - (i/2) W{x ' , x')] = exp[ - (i/2)llx /11 2] is Borel mea­
surable relative to this a field. In Sec. 2 we shall give 
the detailed structure of H by using elementary Fourier 
analysis. This detailed structure of H is used in de­
veloping our definition of the Feynmann path integral J. 

In the following sections we discuss DeWitt's and 
Albeverio and Hoegh-Krohn's definition of the Feynman 
integral J for the path space H, concluding Sec. 5 by 
deriving the Feynman-Ito formula. In Sec. 6, using 
the fact that H has a reproducing kernel, we extend the 
Feynman integral J for the path space H and calculate 
an important Feynman integral. In Sec. 7 we derive 
our quasiclassical representation by using the transla­
tional properties of J. Finally in Sec. 8 we discuss the 
problem of obtaining classical mechanics as the limit­
ing case of quantum mechanics when Ii - 0. This treat­
ment is carried out in one dimension for ease of under­
standing, but it is clear that all the essential ideas are 
easily generalized to higher dimension than one. 

2. THE PATH SPACE X = H 

We give here a concrete realization of H the Hilbert 
space of paths for a nonrelativistic quantum mechanical 
particle in one dimension. Albeverio and Hoegh-Krohn 
define H to be the space of continuous functions y{T) 
defined on [0, t] normalized so that y{t) = ° with dy/dT 
r= L2{R, [0, t]} and with norm given by the inner product 

, jtr!:J:.dY ' 
(y, y ) = 0 dT dT dT. 

There are problems with this definition in the interpre­
tation of dy/dT. The difficulty is that there are examples 
well known to analysts of monotonic continuous func­
tions whose a, e. derivatives vanish. Hence, if we in­
terpret dy/dT to be the a. e. derivative of y, there are 
numerous pathological functions with norm zero. To 
form a sensible path space H with the above inner prod­
uct we would have to factor out these pathological func­
tions by forming a quotient space. The alternative is to 
interpret dy/dT to be the weak derivative of y which is 
the viewpoint adopted here. This leads us to define H 
by Fourier series. The separability and reproducing 
kernel properties of H are then easily established. 

Consider V, the real vector space of continuous 
functions y{T) on [0, t], satisfying y{t) = 0, defined by 

~ at [ (27Tnr,)]t Y{T)=Qo{T-t)-~2;n sin-t- T 

+ ~ {3nt [ (27TnT')] t 0- cos -- , 
11=1 27Tn t T 

where 0: 0 , am {3nER, L:j (a~ + (3~) < 00, and the dummy 
variable in the square brackets is T'. Since we can 
always integrate a Fourier series, 

j td 
y(T)=- ~(T')dr', 

T 

where 

1853 J. Math. Phys., Vol. 17, No.1 0, October 1976 

(la) 

dv.. ~ 27TnT';'. 27TnT 
~d w (r) = a O + 0 O'nCOS-t- + 0 (3nsm-t-' 

T n=1 . n=1 
(lb) 

(dyjdT){r) E L2[0, t] and the notation is derived from the 
fact that d}jdT is the weak derivative of y, i. e., if we 
consider y as a generalized function its derivative is 
dyjdT.7 

We define an inner product (, ) on V by 

( ")=/ t ~ dy~ dr y,} dT dT 
o 

I tf, , tf,. , ( 
=taoaO+2T anan+?:-,;-, {3n(3n' 2) 

V is evidently a real separable Hilbert space H in the 
inner product norm IIyl12 = (y, y) = f6 (dyjdT)2 dT. His 
the Hilbert space of paths on which we shall define the 
"pseudomeasure" w. 

When dYw/dT is sufficiently smooth we deduce dy/dT 
= dyw/ dT. One case when this is true is 

dGw 
dT (a,T)=-e(T-a) a.e. [0,11, 

e being the Heaviside function, 

dGw ( ) (a - I) -.0 1 [ . (27TnTI)] t (27TnT) -- a T = -- - 0 - sm -- cos--
dT' t 1 7Tn I 0 I 

.;. 1 [ (27T1lTI)] t . (27Tn T) +0- cos -- sm -- . 
1 7Tn tot 

(3a) 

Then 

~() it dGw ( ') I' I Y 
(J a, T = - T dT' a, T (T = - a T, 

where Y is the maximum. 

We have 'fI Te [0, t], 

(
a - t) .;. t [ (27TnT')] t 

G(a,T)= -t- (T-t)+Y27T2}i! sin,-,- u 

[ 
. (27TnT,)]t + f _t [ (27TnT')] t x sm t '-J 2 2 2 cos t 

T 1 7Tn . u 

[ ( 27T.n T)] t X cos -t - . (3b) 
T 

G (a, T) is the reproducing kernel for the Hilbert space 
H. For we have 

(y(T) G(a T))=/t ~(T)dlOw (a, T)dT 
" 0 dT dT 

! t dy 
=- Cf!;dT=y(a), 'fI )'eH. (3c) 

u 

This fact will be of crucial importance in what follows. 

3. THE FEYNMAN PATH INTEGRAL WHEN X = H 

In Sec. 5 we shall see that the appropriate variance 
HI H for a nonrelativistic quantum mechanical particle 
is given by the inner product 

(4) 

Definition 1: /11 (H) is the space of complex valued 
measures of bounded absolute variation on H, fl '=/)1 (H) 
iff II flll = f Idfl i < 00. II II is a norm on", (H). 

Definition 2: The space of functionals ] (H) is defined 
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by fEJ (H) iff f(l') = f exp[ - i(l", l')] dll (y'), Il ElY! (H). 8 

Definition 3: WhenfEJ (H), 

f(l') =} exp[- i(l", l')]dll(l"), (5) 

Il E!I1 (H), taking W H(l't. l'2) = h/1' l'2), the Feynman path 
integral J (f) is defined by 

J(f) = fexp [- ~ (l", l")] dll(y'). (6) 

Il E!I1 (H) ensures J (f) exists. For the continuous func­
tion exp[(- i/2)(l", y')] is Borel measurable and 

It is not difficult to establish II 110 is a norm on J (H). 
The properties of J (H) and /)] (H) are summarized in 
Theorems 1 and 2. 

(7) 

Definition 4: The convolution, Il * v, of Il, v E!I1 (H) is 
defined by 

(8) 

for any Borel set A e H. (Il * v) is well defined because 
of Fubini's theorem. 

Theore IJI 1 ~ !11 (H) is a commutative Banach algebra 
in absolute variation norm under *. (H is a separable 
metric group under vector addition; it follows that 

/11 (H) is a commutative topological semigroup under 
*- see Parthasaraty. D) 

Pyoof: By Fubini's theorem for any bounded continu­
ous functional f 

I f(l')d(1l * v)(y) = I f(l' + l") dll (l') dv(l"). (9) 

Hence, we have 

(10) 

The associativity of * follows from Fubini's theorem. 
Completeness follows by standard arguments. 

Theorem 2: J (H) is a Banach function algebra in 
!1 11 0 , J (H) is closed under addition, multiplication, and 
composition with entire functions. 

Proof: Putting f(l') = exp[ - i(l', 6)] in (9), we obtain 

} exp[ - i(y, 6)]d(1l * v)(l') 

= I exp[- i(l', 6)dll(l')} exp[- i(l", 6)]dv(l"). (11) 

If the entire function E (z) = 2:;=1 anZ n then E(f) = 2:;"0 ant" 

is the Fourier transform of 2:~=0 an(1l * !1 * ... * Il) E!I1 (H) 
if f is the Fourier transform of Il E(y; (H). This follows 
from Eq. (11) and 

II t.o an(1l * Il * ... * Il) II'" t Ian!!! Il!!n < 00. (12) 

In the next section we see how the above definition of 
the Feynman integral J (f) enables us to evaluate J (f) 
for certain functionals f< The examples f that we choose 
illustrate simultaneously the power and the limitations 
of the definition of J. 

4. THE EVALUATION OF SOME FEYNMAN INTEGRALS 

Consider first the Green's function Cia, T) of the 
operator - d21d r , 
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d2 

- dr Cia, T) = 6(a - T), (13) 

(dC/dT)(a, 0)=0, C(a,t)=O. ThenG(a,T)=t-a~T, 
a~ T = max(a, T). We have seen C E H and for any l' E H 

l'(a) = (C(a, T), l'(T)), a E [0, fl. (14) 

Thus, H is a reproducing kernel Hilbert space. This is 
the key to the evaluation of J (f) in the examples below. 

Example 1: 

f[y]=exp[-iO'y(a)], O'ER 1, aE[O,t]. 

To evaluate J (f) we observe that 

f[y]=J exp[-i(l",l')]dIlH(l"), 

where Il H ElY (H) and for Borel Be H 

(B)={1, if O'C(a,T)EB, 
!1 H 0, otherwise. 

It follows from Eq. (6) that 

J(f)=J exp[- ~i(l"'l")]d!1H(l") 

=exp[- ~i(O'C(a, T), CiC(a, T))] 

= exp[ - ~0'2C(a, a)] = exp[ - ~Ci2(t - a)]. 

Example 2: f[y]= f{\1 exp[- iCil'(a)]dll(Ci), 

J !dll(O')! <00, aE [O,t]. 
Al 

We have 

(15) 

(16) 

(17) 

(18) f[y] = J exp[ - i(y', y)] dIlH(y'), 

where IlH E!I1 (H) and for Borel Be H 

(B)=)!1(A), if B~G(a, T)A', 
IlH lO, otherwise. 

Borel A' eR 1,A =~A', 

Then we have from Eq. (6) 

J(f)=J exp[- ~i(y',y')]d!1H(Y') 

=} 1exp[-hCi2(t-a)]dll(0'). 
DlE{\ 

Example 3: 

(19) 

(20) 

fly] = f[y(ao), l'(a1), ... ,l'(an_1)], 0= ao < a1 < a2 ... < an_1 < t, 

and 
n-1 

f[l']=}DlE nexp [-i6 Cijy(aj)]dll(O'), IDlE n !dll(Ci)! <ce. 
p j=O - P 

Proceeding as above 

f[ l'] = J exp[ - i(y', l')] dIlH(l"), (21) 

where Il H Em (H) and for Borel Be H 

{ 

n-1 

i 
Il(A), if B ~ :0 CijC(a j , T): (Cio,' .. ,Cin_d 

)=0 

IlH(B) = E Borel A' eRn} and A = ~A', 
0, otherwise. 

Then from Eq. (6) (22) 

J(f)=J nexp(- h ~ CijCikG(aj,ak))dll(Ci) 
DlEp J,k=O 

(23) 

Aubrey Truman 1854 



                                                                                                                                    

Exalllple 4: 

fb'] = r··· f/ dUt'" dUn! n+l exp[- it aJy(uJ)l djJ.(a), 
o aER J-O J 

J
aE 

({n+1 IdjJ. (a) I < 00. 

In this case we have 

f[y]= f exp[- iCy', y)]djJ.H(y'), 

where /l H ElY: (H) and for Borel Be H 

(AX/l)(A), if B~{t aJG(uJ, T) 
J~O 

(24) 

: (ul> ... ,um 0'0' ••• , an) } 

E Borel A', A' c [0, t]n xR. n+l , 

A=UA', 

0, otherwise, 

(25) 

A being the Lebesgue measure on [O,t]n, (AXf..L) being 
the product measure on [0, t]n x R. n+l. Then by definition 

J {f) = fo I ••• fo I da1 ••• dan faERn+l 

xexp(- ~i t aJak(t- aJvak ») d/l(a). (26) 
J,k=O 

The functionals f in Examples 1, 2, and 3 depend upon 
yea) for only a finite number of values of U E [0, t]. Such 
functionals are usually called cylinder functionals. We 
shall work with a more restricted class of cylinder 
functionals than is usual. 

Define the linear map rr n : H - S, the step functions on 
[0, t], by 

jt (j + l)t 
(rrny)(T)=YJ, -~T<---n n' 

(27) 

YJ=y(jt/n), j=O,l, ... ,n-1. 

Definition 5: The space of cylinder functionals C(H) 
is defined by fEC(H) iff f is defined on S, ]lrrn such that 
{f 0 rr n) = j, where {f 0 rr n) denotes the composition 
(f 0 rr n){Y) = f[rr nY], and 

exists for /l defined by 

fir] = (f 0 rr nHyo, ... , Yn-d 

= Jexp[(- i E aJy1]d/l(ao, ... , an-I) (29) 

Equations (28) and (29) define J {f) whenjEC(H). 

Example 5:f[y]={fo7Tn)(y)=exp[- (i/2)y Tp-ly ], where 
F- 1 is real symmetric nonsingular matrix and yT 

= (YO, •.. ,Yn-1) ER. n 
• 

From the result 

.J;n exp (- iaTy- ~ aTFa)da 

_ (2rri)"/2 ('f.. T 1 \ 
- [det(- F»)1I2 exp 2 y p- Y), (30) 
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we have 

J (f) = (27Titn/ 2[det(- F)]1!2 JRn exp(- ha T(F+ G)a)da, 

(31) 

where Gij = G(it/n,jt/n) = l - (t/n)(iVj), i,j = 0,1, ... , 
n-1, aT = (ao,"" an-I)' A second application of (30) 
yields 

J [exp(- h/p-ly)] = (detGtt /2[det(p-t + G-t)]-I/2. 

(32) 

We require this result in Sec. (5). 

To conclude this section we see that j E C (H) U J (H), 
J (f) is consistently defined by Eqs. (5), (6), (28), and 
(29). In later sections we denote C(H) U J (H) by P(H) 
and the above definition of J by J DAH. The most im­
portant application of JDAH is the Feynman-Ito formula 
given in the next section. 

5. THE FEYNMAN-IT6 FORMULA 

Theorem 3: The solution of the Schrodinger equation 

with Cauchy data I/J(X, 0) = </>[X] = J exp(iaX) dl/(a) 
EL2(R. 1), with a real-valued potential V[X] 

(33) 

== J exp (i aX) d/l (a); /l, lJ being of bounded absolute varia­
tion on R. 1, is 

I/J(X, t) == J [exp(- i j~ I V[r(T) + X] dT)</>[r(O) + X]], (34) 

exp(- i It V[r(T) +X]dT)</>[r(O) +X] EJ (H). 

Proof: The free particle Hamiltonian Ho = - ~ a2/ax2 
is self-adjoint in L2(R.t) on its natural domain. Because 
/l is of bounded absolute variation on R. 1, V[X] is bound­
ed and continuous. Hence, by the Kato-Rellich theorem 
H == (Ho + V) is self -adjoint on the natural domain of Ho 
and 

I/J(X, t) == [exp(- itH)</> ](X). (35) 

ConSider now the linear differential equation 

~=- iV(t)y, (36) 

YEE=L(L2(R. 1),L2(R. t», the Banach space of bounded 
linear transformations y : L 2 (R.1) - L2(R.1), where Vet) 
== exp(itHo)Vexp(- itHo). Then Vet) considered as an 
element of L (E, E) is a regulated func tion of t E [0, "") . 
It follows that there is an unique solution yet) E E, 
t E [0, ""), satisfying (36) and yeO) = 1. 10 Furthermore 

yet) == s-limYn(l), (37) 

where Yo == 1 and Yn(t) = 1 - i It y n-l (t') Vet') dt'. However, 
yet) = exp(itHo) exp(- itH) E E, satisfies (36) and y (0) = 1. 
It follows that 

exp(- itH) = i; (- i)n f. . ·fexp[ - i(t - t )Ho)V 
n=0 0"'11"'''''''1 n 

Also, we have 

exp(- itHo) exp (i aX) = exp(- ita2/2) exp (i aX) (39) 
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and uSing the fact that V and 1> are the Fourier trans­
forms of /l and v gives in (35) 

ro 
I)!(X, t) = '6 (- i)n 1. .. , I I .. , I exp(-1i) 

n=O 0"'11""""'1 

x [(t - tn)(O!o + ... + O!n)2 + ... + (t2 - t1)(aO + 0!1)2 
n n 

+ t10!~] expi ~ O!jX dv(ao) n d/l(O!j)dt j . (40) 
i=O j=1 

Introducing to = 0, we have 
ro 

I)!(X,t)=~(-i)nI ... I I··· I 
n::O O~t1~···~t 

(41) 

which by symmetry gives 

(42) 

6. THE EXTENSION OF J DAH 

However, 

J[v[r(t1) +x]v[r(t2) + Xl· .. v[r(tn) + Xj1>[r(o) +x]) 

= J [I ... } exp(i E O!jr(t j )) 

XeXp(i Po O!jX)d/l(O!n)'" dV(O!o)] 

n-1 

=} ... } exp (- h .~ (t-tjvtk)O!JCik) 
J, k=O 

xexp(i t O!JX)d/l(O!n)'" dV(Ci o)· 
J=O 

Therefore, from (42), 

I)!(X,t)=J[t (-?nf
t 

v[r(t1)+X]dt1 ••• 
"=0 n. 0 

x II V[r(tn) +X]dtn1>[r(o) +X]] 
o 

and finally using Theorem 2 

I)!(X, t) = J [exp( - i 101 v[r(T) + X] dT)1>lr(o) + xl] 

We shall require this result in Sec. 7. 

(43) 

The space of functionals JC(H) does not contain all the functionals we are required to integrate. To enlarge the 
class of integrable functionals we try to extend J to JC(H) the closure of JC(H) in the topology defined by the semi­
norms {PY}rEH' py(f) = If(y) I. Clearly sUPYEH py(f) -'S Ilfllo. Hence the topology defined by {PY}YEH is weaker than 
the II 110 topology. We call this topology the weak topology. We do not succeed in defining J on the whole of JC(H). 
We define J by linearity and continuity on the subspace J (P roH). J (P roH) contains all the functionals we require. 

We define the linear map P n : H - H by 

n-1 [ (U + 1)1 ) I ·t)] (t )-1 
(Pny)(T)=E G --n-,T ,G;,T [YJ+l-YJ] ~ , 

where Yj = y(jt/n), j = 0,1, ... ,n. From the reproducing kernel property 'f/ y, y' E H 

( , P ) _ ~ (yJ.1 - y;) (Yi.1 - Yi) ! _ (P , ) 
y, nY - Y:o tin . tin n - nY, Y • 

Also, we have 

(PnY)(T)=YJ+(T-j~)(YJ+1-YJ)(~r, j~ -'ST<(j+1)~, j=0,1, ... ,n-1. 

Evidently then ¥" = Pn. Since P n is everywhere defined on H, the closed graph theorem implies that Pn is a 
projection. 

Theorem 4: V={yEH:IIPny-ylI-O asn-oo}=H. 

Proof: First V is a closed subspace of H. V is a subspace because Pn is linear. Let V 3Ym and IIYm - yil - 0 as 
m -00. 

Hence, 

Given E > 0, 3 N, such that lIy- ymll <E/4 when m=N,. Also, 3 N(m,E) such that IIPnYm- ymll <d2 

(45) 

(46) 

(47) 

(48) 

n ~ N(m, d. From (48), when n ~ N(N" E), II PnY - yll < E. Thus, IIPny - yll - 0 as n - 00, so V is a closed subspace of 
H. 

Let Y E H. Then 3 O!o, O!n, {3n EP. such that 

\1~Y;-SN\k -0 as N-oo, 
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where 

SN(T}=ao+ ~ anCOS(2~nTr ~ i3nsine7T). (49) 

Hence, defining 

TN(T}=- ITI SN(T'}dT', 111'- TNII = \\~Y;-SNt2-0 
as N - 00. It is not difficult to show that for each N TN E V, thus, I' E V. 

Corollary: 

VyEH, Ilpny-yI12=(y,y}- (y,Pny}-O, as n- oo • (50) 

Whenf is a continuous functional on H, in the sense that (foPn) - f, in the weak topology, as n - 00, it is natural to 
define 

whenever this limit exists. 

Definition 6: The space of functionals] (P",H) is defined by fE] (P",H) iff 

] (f) = lim] DAHl! 0 P n] 

exists. 

Theorem 5:] (H) c] (P ",H) and] is an extension of] DAH' 

Proof: First of all] (H) c] (P,.H). LetfE] (H) andf(y}=J exp[-i(y', y}]diJ.(Y'}. Then 

(51) 

(52) 

(fo Pn}(Y} = IH exp[ - i(y', Pny)] diJ. (1") = IH exp[ - i(Pny', 1')] diJ.(Y'} = IHexp[ - i(y", 1')] diJ. (~Iy"). (53) 

Then by definition 

] OAHUo Pn] = IH exp[ - ii(y", 1''')] diJ. (~Iy") = IH exp[ -1i(Pny', Pny'}] dlJ. (y') = j~ exp[- h(y', Pny')] dlJ.(y'}. (54) 

Consider now 

] DAH(!) = IH exp[ - h(y', 1")] dll (1"). 

We have 

I]OAHU 0 Pnl- ]DAH(f) I ,,;; IH I exp[- h(y', Pny')] - exp[ - h(y', y')llldil (y') I < 2 j~ I dll(y'} I < co. 

The result follows from the last corollary and the dominated convergence theorem. 

Secondly fEC(H) n] (P",H) = ] (f) = ]DAH(f). If fEC(H} then 3 7rn such thatf= (fo1fn). For any integer m 

] (f) = lim] DAHl! 0 Pnlexists = J (f) = lim] DAHl!o P mnl = lim ]DAH[ (fo 1Tn) oP mnl =] OAHUl. 
n-OQ rn~oo m~OQ 

] as defined by Eq. (52) clearly extends] DAH to] (P ",H). 

The above extension of ]DAH enables us to integrate a wider class of functionals. One of the most important is 
given below. 

(55) 

(56) 

Example 6: Let D(T) E C[O, t) be the unique solution of D(T) + AP(T)D(T) = 0 with p(T} E qo, tl and D(O} = 0, D(O} = 1, 
D(t} '* O. 

Then, if 

f[y]=exp(-~A)~lp(T)i(T)dT' AE/<., ]l!]=[D(t)j-1I2. (57) 

First of all 

( iA)n-l[ j(J+l>tln( ('f) n)2] (iA)n-l(p. t) 
(foPn)(y)=exp T Po P, jlln yj+ T-Z;; (YJ+l-yJT dT =exp - '2 ~ ; (Y~+YiY'+l+Y]+I)ii ' (58) 

where pj =P(Tj), for some TJ E (jt/n, (j + 1)t/nl. Then, using the notation yT = (Yo, ... ,Yn_I), 

(fo Pn)(Y) = exp(- iiyTp-I y ), (59) 

where 
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Po/3 Po/6 
Po/6 (Po + P1)/3 

P1/6 
P/6 

(Pi + P2)/3 P2/6 

Pn_2/6 (Pn-2 + Pn_1)/3 
Pn./6 

From Example 5, using 

(C .. )= (C(i.!. i!.))=t 
" n ' n 

1 
l-l/n 
1- 2/n 
1- 3/n 

1- l/n 1- 2/n 1- 3/n 
l-1/n 1- 2/n 1- 3/n 
1- 2/n 1- 2/n 1- 3/n 
1 - 3/n 1 - 3/n 1- 3/n 

l/n 1/n l/n 

1 - 1 
- 1 2 -1 

(
t )-1 (C7~) = -

" n 
-1 2 - 1 

- 1 2 -1 
-1 2 

it follows that 

J(foPnl = (detC)"1[det(F-1 + C-1»)"1/2 = (detD/j )"1!2, 

where 

1 _ >"(Llt)2 q 
3 0 

_ 1 _ A(Lli)2 P 
6 0 

_ 1 _ A(Llt)2 P 
6 0 

2 _ >"(Llt)2q1 
3 

_ 1 _ A(Lli)2p1 
6 

_ 1 _ A(Llt)2p1 
6 

2 _ "!:(Llt)2q2 _ 1- A(Llt)2p2 
3 6 

Pn_/6 
(Pn-1 + Pn)/3 

l/n 
l/n 
l/n 
l/n ' 

l/n 

(60) 

(61) 

(62) 

(63) 

_ 1 _ A(Llt)2 Pn-2 
6 

2 _ "}.(Lli)2q n-1 
3 

_ 1- "!:(Lll)2Pn_1 
6 

_ 1 _ A(Lli)2Pn_1 
6 

2 _ A(Llt)2q" 
3 

Determinants similar to the one above arise in the study of Wiener measure. Our evaluation borrows from the 
paper of Gel'fand and Yaglom. 11 

Let D~ be the minor of order (k + 1) in the top left-hand corner of D". Then we have 

(D~+1 - 2Dj; + DZ_tl + A (Pk + Pk+1) Dn + >"h D" _ A2(Llt)2p~D~_1 
(Lll)2 3 k 3 k-1 - 36 

for 2·"; I? ~ n - 1 and 

D" = 1- A(Llt)2pO D'{- DB = - ALlt(3po + Pi) + >..2(Llt)3PO (3Po + 4P1). 

o 3' M 3 9 \4 

(64) 

(65) 

(66) 

For fixed n we can in principle solve the above difference equations for D~_1 = det(Dj j ). However, we only require 
1im"_ooD~_1' Defining D"(T)E C[O,t] by D"(kLlt)=D;, we see that, as n- oo , D"(T)-D(T) where D(T) is the unique 
solution of D(T)+AP(T)D(T)=O, D(O)=l, D(O)=O, D(T)EC[O,t]. Hence, if D(t)*O, 

detDij=D~_1-D(t), as n- oo • (67) 

We conclude this section with our definition of J for the Hilbert space of paths, H. 

Definition 7; Let C be the (nXn) matrix in Eq. (61), p" the projection defined on H by Eq. (45) and/E) (PooH). 
Then) (f) is defined by 
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J(j)=lim f exp(- tiaTGa)diJ.n(ct), (68) 
n~~ 

where J.l. n is the complex measure 

UoPnj(y)=f exp(-iaTy)diJ.n(a), a T=(ao, ... ,an_l), yT=(Yo,.··,Yn_l)· (69) 

7. THE aUASICLASSICAL REPRESENTATION 

Theorem 6: Let I/I(x, t) be the solution of 

01/1 li2 02
'/1 

ifi- =- - ~ + V(x)~1 
at 2m ax2 (70) 

with Cauchy data 1/I(x, 0) = ¢ (x) E L 2, where V and ¢ are 
the Fourier transforms of complex measures of bound­
ed absolute variation. Let XC! (T) E e2[0, t] be the real 
solution of 

.. av 
mXC!(T)=- ax [XcI(r)], rE[O,!], 

XC! (t)::::x and define the classical action SCh corre­
sponding to the trajectory Xci (r), by 

SCI = I I J; X~!(r)dr- II v[XC!(r)] dr. 
o 0 

Then 

(71) 

l/I(x,t)=expi~cI J tXP (- k ~t~2V[X, (!Y/2 r])dr 

xexp (- i(';y/2~;1 (o)r(o») ¢ [t!Y/2r (0) 

+ Xci (0)], (72) 

Proof: The result above depends upon the transforma­
tion properties of J when the underlying Hilbert space 
undergoes a parallel translation H3 y - Y + a, fixed 
a E H. Since all the functionals f involved are such that 
f E J (H) we work with J = J DAR. 

Let 

fry) = f exp[- iCy', y»)dJ.l.(y'). 

Then 

f(y+a) = f exp[- iCy', y)] exp[- i(y',a)]dJ.l.(Y'). 

By definition 

J U(Y + a)] = f exp[- ti(y', y')] exp( - iCy', a)] diJ.(y') 

Hence, 

= exp[ti(a, a)l J exp[ - hey' + a, y' + a] dJ.l. (y'). 

(73) 

JU(y+a)J=exp[~i(a,a)]f exp[- ti(y",y")]djJ.(y"-a). 

(74) 

However, we have 
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I 
f exp[-i(y',y)]diJ.(y'-a) 

== J exp(- i(y'- a, y)Jexp(- ira, y)]dJ.l.(y'- a) 

= exp[ - ira, y)]f(y). 

ThUS, we have 

(75) 

JU('Y+a)]=exp[~(a, a)lJ[exp(- ira, y)f(y»], (76) 

The equation 

0,1> 1i,2 ti I) (77) 
ilitf =- 2m 0%2 + V~ l/!, 

with Cauchy data l/!(x, 0) = ¢ (x) is equivalent to the 
equation 

i~=-! ~ + !vrf!)1/2xll/! 
at 2 oX Ii L\m J' 

where X;:::: (mlfi) I !2x with Cauchy data 

l/!(X, 0)::::; ¢( (lilm)I/2X]. 

The Feynman- Ito formula then gives 

(78) 

l/!(X, t) == J Gxp (- ~ ;:t v [(!r 12 r(r) +x Jdr) 

x¢[(!Y12r (O) + x]} (79) 

We now make the parallel translation r - r + (mlfi)1/2 
xrCI ' where rei E H and x + r cl ;::::Xel . From transla­
tional invariance 

I/I(x, t) = exp(~; (XcI,Xel~ J [exp{- ~ (~tv[ C~y/2 r(r) 

+xol (r)]d1'- (mli)1I2 ft dJr'" ~Old1')} 

X cp [(!Y /
2r (0)+Xel (0)]]. (80) 

Integrating by parts, we have 

f t g,:! dXel dT 
o dr dr 

==_ r(o) dXol (0) + f t f(r) av(X (rl]dr (81) 
dT 0 m ax 01 , 

where we have used r(t) == 0, which follows because 
rel(t)= O. However, 

XCI E e2[0, t]- (X.IoXcl ) == ;: t (~£r dr. 

Finally, putting 

SCI = ft; X~I(T)dr- f'V[X.drl]d'l', 
o .10 

in toto, 
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1P(x, t) = exp(ii~ J ~xp{- ~ (Ia t V[XC1(T) +( !)1!2r (T)] 

( n)lt2 av )} - V[Xcl(T)]- m r(T) ax [Xc1(r)]dT 

x exp (- i(;)'2 ~c~(o) r(o»)<p[ XCi (0) +(!Y/2 r(o~]. 
(82) 

This is the quasiclassical representation. 

In the above representation we can choose dXcl (0)/ dT 
for convenience depending upon the exact form of the 
initial wavefunction <p. When V and <p are sufficiently 
regular we can use the above expression to obtain a 
power series expansion of 1P in ascending powers of 
Pilt2 

8. QUANTUM MECHANICS IN THE LIMIT ASh ~ 0 

We now investigate the relationship which obtains 
between the solution 1P(x, t) of the Schrodinger equation 

~ n2 t1 
iff at = - 2m ax2 + V(x)1P, (83) 

with 1P(x, 0) == <p(x) and the solution x =x(xo, Po, t) of the 
classical equation of motion 

d 2x av 
111 dt2 = - a; [x] (84) 

satisfying 111 (dx/dt)(O) =Po, x(O) =xo, where V and ¢ 
satisfy the conditions of Theorem 6 and V E C2• 

It is possible to carry out this investigation for a 
variety of initial wavefunctions ¢. Here we shall re­
strict our attention to the physically important case 
¢(x)=exp(iPoX/n)1Po(x), where Po and 1Po are indepen­
dent of n. In the limit as n - 0, this boundary condition 
is equivalent to giving the quantum mechanical parti­
cle an initial momentum Po. 

We shall assume the classical problem satisfies: 

(1) The solution x=x(xo,Po,t) exists and is unique for 
fr- lo, Tl. 

(2) The equation x =x(xo, Po, t) can be solved uniquely 
to yield X o =xo(x, Po, f), t E [0, T]. 

(3) There is a unique X(Po,x, f, r) such that 

d 2X av 
111-2 (Po,x, t, T) = - -,- (X(Po, x, t, T)], TE [0, tJ 

dT oX 

dX 
m-l-(Po,x,f,O)=Po, X(Po,x,t,f)=x, tE[O, T]. 

( T 

(The above conditions are simultaneously satisfied for 
sufficiently small T when a2v/ax2 is bounded. 12) 

Evidently the above uniqueness assumptions imply 
Xr Po,x(xo,Po, f), f, T]=X(XO,Po, T) and X(Po,x, f, T) 
=x[xo(x,Po,t),Po, r] This last condition is used below. 

Theore In 7: Let 1P(x, t) be the solution of the Schro­
dinger equation (83) with Cauchy data 1P(x, 0) 
= exp (iPox/Fi) 1Po (x). Let Sci (Po, x, t) be the unique solution 
of the Hamilton-Jacobi equation, satisfying 

- ((ils/ax)\2 as 
SC1(PO,X,0)=poX, 2m) +V(x)+iit=O, 
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so that 

SCI(PO,X, t) 

J tm ·2 
=PoXo(x,Po,t) + 2"X (PO,X,t,T) 

° 
- V[X(Po,x, t, T)}dT. 

Then, if the above conditions are valid and if J satis­
fies a dominated convergence theorem, 

l~~exp[- ~ ScI(PO,X,t)] 1P(x,t) 

(
axo \ 1/2 

=1Po[xo(x,po,t)la;(x,po,t)) , 

for t E [0, T]. 

Proof: Choose m(dXc/dT)(O)=Po in Theorem 6. Then 
we have 

exp [- ~ SCI (Po, x, t)] 1P(x, t) 

=J Gxp (_ ~ ~t ~2V[XC1' (!YJ2] dT ) 

x 1Po [xo (x , Po, t) +( !y/Zr(oill. 
We then deduce 

lhi~exp[- ~SC1(PO'X' t)] 1P(x, t) 

= J [exp (- 2:n fo t i(T)V"[X(Po,x, t, T)} dT )] 

x 1Po[xo (x, Po,t)]. 

From Example 6 we have 

lhi~ exp ( - ~SCI (Po, x, t)) 1P(x, t) 

= [D(Po, x, t, t) ]-1/2 1Po [xo(x, Po, t)], 

where 

d 2D V" 
-d 2 (Po,X, t, T) + - [X(Po,x, t, T)]D(Po,x, f, T) = 0, 

T m 

D(po,x, t, 0) = 1, D(Po,x, t, 0) = O. 

We now find D(po, x, t, T). The momentum P 
= m(dX/ dT)(Po, x, t, T) satisfies the equation 

~: + V'[X(Po, x, t, T)] = O. 

However, from uniqueness we have x[xo(x, Pot),Po, T1 
=X(Po,x, t, T). Differentiating the last equation with 
respect to X o gives 

d
2 [ax ] V" aT2 axo [xo(x,Po, t),Po, T] + -;;[X(Po,x, t, T}] 

x !x [xo(x,Po,t),Po, r]=O. 
uXo 

(85) 

(86) 

(87) 

(88) 

(89) 

Hence, D = (ax/axo)[xo(x, Pot), Po, T] satisfies the correct 
equation. D also satisfies the correct boundary condi­
tions. Therefore, using the implicit function theorem, 
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D(po,x, t,!) =; :X [xo(x,Po, t),Po, tl 
uXo 

[
OXo ]-1 

=; a;(X,PO,t) , 

the result follows. 

A simple consequence of Theorem 7 is that 

lim r II/'(x,t)1 2dx=;J ( p t)EI blll/'(xo,0)1·2dXo, 
h ~O a x xO' 0' a, 

(90) 

(91) 

Judicious use of the principle of stationary phase yields 

lim fb 1 ~(p, t) 12dp = J. II/'(xo, 0) 12 dxo• 
h ~o a mx hooPo' oE la, bl 

(92) 

Similar results to these were first obtained by Maslov 
using an entirely different approach. 13 

It follows that if I/'(x, 0) =; exp(iPoX/Ii)l/'o (x) is nonzero 
only in the neighborhood of some point Xo then the 
probability of the quantum mechanical particle being in 
the neighborhood of the point (p,x) in phase space at 
time f will differ from zero as Ii - ° only if p 
= IIlX(XO, Po, f) and x =x(xo,Po, t). In this sense quantum 
mechanics - classical mechanics as Ii - 0. 

It is interesting also to consider Wigner's quasi­
probability density p~(P,x, f). For the pure state 
1/', p~ is defined by 

p~(P,x, f) = (217)"1 J exp[ - (i1]p)] 1/'* (x - tli1], f)l/'(x + Mi1], f)d1], 

(93) 

For continuous bounded potentials V, H = (Ho + V) is 
self-adjoint and exp(- iHt/1i) is a continuous unitary 
group. 

Thus, 111/'/1 L2 =; /I ¢ /I L2 and the integral on the right- hand 
side of (93) is absolutely convergent ¢ E L 2 • Formally 

I p~(P,x,f)dp=; 1 I/'(x, t) 1
2

, 

J p~(P,x,t)dx= 1~(p,t)I2, 

but P is not positive definite. We now discuss 
limh ~o p~ (P, x, t) for the pure state I/'(x, t) with I/'(x, 0) 
=; exp (i17oX/li) </Jo (x). 

(94) 

Theorem 8: Assuming the conditions in Theorem 7, 
for the pure state I/'(x, f) with I/'(x, 0) = exp(i17oX/ii)l/'o (x), 
in the topology of [)', as Ii - 0, 

p~(p, x, t) - II/'o[xo(x, 170, t)W II ~:o (x, 170' t) II 

x o(p - mi[xo(x, 170, f), 170, fJ), 

where 

~x [xo, 170, Tlj =i[xo, 170, tl. 
l'T T=t 

Proof: From Theorem 7 

(95) 
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pointwise, as Ii - O. We assume this convergence is 
uniform, Y x E K, compact subsets of R. Then we have 

p~/2(x+~,t)_pl/2(x,t), (96) 

as Ii-O, xEK. 

Let F(p,X)E[). Then we define (F(p,x)t by 

(F(P,x)t= J p~(p,x, t)F(P,x)dPdx. (97) 

:. (F(p,x)t = (217)"1 fexP\~[S(170'X + ~,t) 

-5(17o,X- ~,~J} p~!2(x+ ~,t) 

Xp~/2*~ - ~,t) exp[ - i1]' p]F(p, x) drt dx dp. 

(98) 

However, 

I F( p, x)p~/2(x + li1]/2, t)p~ /2* (x - li1//2, t) I 
~ t I F(P, x) 1 [I Ph (x + li1//2, t) 1 + 1 Ph(X - li1//2, t) Il. (99) 

Hence, 

J I F(p,x) Ilp~/2 (x + 1i1//2, t)p~/2*(x -1i1//2, t) I d1/dx dp 

~2(111/'111/Ii)I IF(p,x)ldxdP<oo. (100) 

Fubini's theorem now gives 

(F(P,x) t = (217)"1/2 I exp{(i/Ii)[S(17o, x + 1i1//2, t) 

- 5(17o, X - 1i1//2, t) l} F(1/, x )p~ /2 (x + li1//2, t) 

(101) 

where F(1/,x) is the Fourier transform with respect to 
p of F(p,x). However, 

I F(1/, x) Ilp~/2(x + ~,t)p~/2*(X - ~,f)1 

and 

~ t sup 1 (1 + 1/2)F(1/, x) 1 

[lp,,(x+li1}/2,t)1 + Ip,,(x-li1}/2,t)ll 
(1 + 1/2) 

sup 1 (1 + 1/2)F(1/, x) I 

~(217)"I!2f (l
d
!P2) ~~p 1(1+ P2)(1- ~22)F(P'X)1 

(102) 

=M<oo. (103) 

Hence 

I F(1),x)p~/2(x + 1i1//2, f)p~/2*(x -1i1)/2, t) 1 

and 

~ {M/[2(1 + 1)2) l}[ I p,,(x + li71/2, f) I + I p,,(x - ii71/2, f) 1 ] 
(104) 

J (1 + 1)2)"1[ Ip,,(x + 1i1)/2, t) I + Ip,,(x - li71/2, t) I] dx d1) 

~2111/'1112J d71/(1+712)<oo. (105) 

We can then apply Lebesgue's dominated convergence 
theorem in Eq. (101). Since'S is continuously differen­
tiable with respect to x, we have 
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(F(P,x» t - (21T)"1 /2 f exp[iT) ~! (1To. X, t) ]F(T) , X) 

X Ip{x, t) I dT)dx"= f Fn; (1To,x, f),X) Ip(x, t) I dx, 

as Ii - o. (106) 

A straightforward differentiation yields 

AS . . 
AX (1To, x, f):>;;:. mX(1To,x, t, t) "" mx[xo{x, 1To, f), 1To, fl. 

(107) 

The result follows. 

To see the classical limit of quantum mechanics we 
must choose the initial data to correspond to a particle 
with momentum 1To at position ~o. Hence, we put Il/Jdy) 12 
::::hJ!a(y)l2-o(y-~o), as a-O. 

Finally then 

lim lim (F(p, x»t:::: F(mi(E,o, 1To, f), x(~o, 1To, t», (108) 
a~O ~-o 

or, inD', 

lim limp~ (p, x, f):::: o[ p - mi(!;Ol 1To. t)1o[x - X(l;o. 1To, t)] 
IX -0 ~ ~o 

(109) 

--the correct classical limit. 

9. CONCLUSION 

We have given here a rigorous e)ttension of] the 
Feynman path integral for a nonrelativistic quantum 
mechanical particle moving in 1 dimension on the paths 
in the path space H. This definition of] has enabled us 
to integrate a wider class of functionals on H than was 
previously possible. FUrther we have obtained a new 
quasiclassical representation for the wavefunction solu­
tion of the Schrodinger equation for a quantum mechani­
cal particle in a continuous bounded potential V E C1

• 

We have seen that the first term in a formal power 
series expansion in (li/m)1/2 in our quasiclassical 
representation corresponds to the correct classical 
mechanical limit of quantum mechanics as Ii/m - O. 
When the potential V E C2, this classical mechanical 
limit will be attained as iii m - 0, if J obeys some sort 
of dominated convergence theorem. 

It is clear that the above ideas are easily generalized 
to a nonrelativistic quantum mechanical particle in n­
dimenSional Euclidean space. In this connection we 
expect J (PooH) will at least include enough functionals 
to enable us to treat the quantum mechanical an-

1~2 J. Math. Phys., Vol. 17, No. 10. October 1976 

harmonic oscillator (see Example 6). Whether this 
treatment will generalize to a quantum mechanical 
particle free to move in an n-dimensional Riemannian 
manifold is, however, not clear. 14 The definition of our 
projection Pn in terms of the reproducing kernel G of 
the Hilbert space H and subsequent definition of J 
critically depends upon the beautifully Simple form of 
G for a free particle in Euclidean space. 15 It is hard to 
imagine, except in very Special cases, that the corre­
sponding kernel for the Hilbert space of paths for a 
particle in a n-dimensional Riemannian manifold will be 
so simple. 
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Quantization problem and variational principle in the phase­
space formulation of quantum mechanics 'It 

Leon Cohent 
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The problem of quantization in the phase-space formulation of quantum mechanics is considered. An 
integral equation for the phase-space eigenfunctions is derived which is equivalent to the standard 
eigenvalue equation for a quantum mechanical operator. A differential form is also given. A variational 
principle is derived for quasiprobability distributions. It is shown that the expected value of the classical 
Hamiltonian calculated with a trial quasi probability distribution will be greater than the ground state 
energy only if the distribution is chosen from a certain class of functions. The notion of ljI-representability 
is introduced to classify these functions. They represent distributions which correspond to possible quantum 
mechanical states. Also. a general relation is given between different distribution functions. 

1. INTRODUCTION 

The phase space formulation of quantum mechanics 
has been used advantageously in a number of different 
fields. The basic idea is to calculate expectation values 
via phase space integration rather than through the 
operator formalism of quantum mechanics. The phase 
space most commonly used is that of position and mo­
mentum where both are considered as ordinary variables 
rather than operators. To accomplish this one intro­
duces a probability distribution function F(q,p) and a 
classical function H(q,p) such that the quantum mechani­
cal result1 

(H) = f $*H$, (1. 1) 

yields the same value as phase space averaging 

(H)=f f H(q,p)F(q,p)dpdp, (1. 2) 

where H is the quantum mechanical operator correspond­
ing to the classical function H(q,p). 

The probability distribution function has to be chosen 
so that it yields the correct quantum mechanical margi­
nal probability distributions of position and momentum, 

f F(q,p)dp = /$(q) 1
2

, 

f F(q,p)dq= /<p(p)/2. 

(1. 3) 

(1.4) 

As F(q,p) does not, in general, behave as a proper 
probability distribution (e. g., they may be negative or 
imaginary) they are often called "quasiprobabilities." 

An explicit formula for the set of all possible distribu­
tion functions which satisfy Eqs. (1. 3) and (1. 4) has 
been given by the author, 2 

F(q,p) = ~ f f f exp(-iOq-iTp+iOu) 

x 1(0, r) $* (u - irn) $(u + irn) dO dr dU, (1. 5) 

where 1(0, r) is any function satisfying 

/(0, r)=/(8,0)=1. (1. 6) 

There have been many particular distributions given. 
The most commonly used distribution is that by 
Wigner,3 

F(q,p)= 2~ f $*(q-irn)exp(-irp)$(q+irh)dr 

(1. 7) 
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which can be obtained from Eq. (1. 5) by taking/(O, r) 
= 1. It can be derived by using the Weyl rule of 
association. 4,5 

Another commonly used distribution is the case where 
1(0, r) = cosiOrh. It was given by Takabayasi6 [but not in 
the form of Eq. (1. 5)] and the unsymmetrized version 
[j= exp(iiBm)] was used by Von RoOS7 to study quantum 
plasmas. Margenau and Hill8 and Mehta9 have derived 
this distribution by using the symmetrization rule of 
association. 

To insure that Eq. (1. 1) and (1. 2) yield the same re­
sult the following relationship must hold between the 
quantum mechanical operator H and the classical func­
tion H(q,p): 

H = f f y(8, r)/(O, r) exp(iOq + irp) dO dr 

= f f exp(i8rn/2)y(8, r)/(O, r) exp(iOq) exp(iTp)dOdT, 

(1. 8) 

where 

Y(8,r)=i;r f f H(q,p)exp(-ieq-irp)dqdp. (1. 9) 

The problem of formulating the quantization problem 
in the phase space representation has been considered 
by a number of authors. Moyal5 has derived an equa­
tion, for the case of the Wigner distribution, which the 
phase space eigenfunctions must satisfy. In the next 
section we present a simple and straightforward formu­
lation of the quantization problem for an arbitrary quasi­
probability distribution. 

In Sec. 3 we derive a variational principle in the 
phase space formulation similar to the one in quantum 
mechanics. It will be shown that not all trial functions 
are acceptable. 

Before proceeding we show how different distributions 
are related to each other. Suppose we have two distribu­
tions F 1(q,p) and Fz(q,p) characterized by li(e, r) and 
/2(0, r). The moment generating functionz is defined by 

M(O,T)= f f F(q,p)exp(iOq+irp)dqdp, (1.10) 

and from Eq. (1. 5) equals 

M(8, r) =/(0, r) f $* (u - irk) exp(iOu) $(u + irh) du. 

(1. 11) 
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Hence, for two different distributions 

M1(B, T) _ M2(B, T) 
(1. 12) 11(B, T) - 12(B, T) , 

or in terms of the distribution 

1 J f (B T) 
F 1(q,P)=41fI h 1(B,'T) exp(iB(q'-q)+iT(P'-p» 

xF2 (c/, p') dB dT dq' dp' (1. 13) 

which can also be written as 

F 1(q,p) = [/1 (i o~ , i a~) jt2 (i o! ' i o~) ] F 2(q,p). 

(1. 14) 
For the case of F2 being the Wigner distribution and 
fl = cosiBTh, this relation has been previously 
derived. 6,7,9 

We further point out that, in general, different cor­
respondence rules give different quantum mechanical 
operators. 10 That is, for a given H(q,p), different 
choices of f(B, T) will lead, using relations (1. 8) and 
(1.9), to different H. In the case of where H(q,p) is the 
sum of functions which are only functions of q and p, 
then the same H will result. Two different H(q,p)'s 
lead to the same H if their Fourier transforms are re­
lated by 

Yl(B, T)fl(B, T) =Y2(B, T)f2(B, T), (1.15) 
or 

H ( ) 1 f ~ (' ') 1 q,p = 41fI !t(O, T) H2 q ,p 

Xexp(iB(q -q') + iT(P - p'»dBdTdq' dp'. 

(1. 16) 

2. QUANTIZATION 

For the Wigner distribution Moyal5 has introduced 
phase space eigenfunctions to formulate the quantiza­
tion problem, For a general quasiprobability distribu­
tion these eigenfunctions are defined2 as 

hnm(q,p)=-Az J exp(-iBq-iTp+iBu)f(B,T) 

x CfJ:(u - iTn) CfJm(u + hn) dB drdu, (2.1) 

where CfJn is a complete orthogonal set, The hnm's are 
then also a complete orthogonal set in the space of q and 
p and satisfy the following relations2•5: 

/f hnmhn'm'dqdp= 2!n °nn' °mm" (2.2) 

6 hnm(q,p)hnm(q',p') = 2
1
","O(q-q')O(p-P'), (2.3) 

nm nn 

f f hnm(q,p)dqdp=onm, (2.4) 

1 
~ h",,(q,p) = 2rrn ' (2.5) 

To obtain the equation which the eigenfunctions must 
satisfy we shall start with 

(2.6) 

and convert it into an equation for hnm• For clarity and 
simplicity of algebra we first treat the case off= 1 and 
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then use Eq. (1. 13) and (1. 15) to obtain the equation for 
the general case. 

Substituting H as given by Eq. (1. 8) (takingf= 1) 
into Eq. (2.6) we have 

f f exp(iBrn/2) y(B, r) exp(iBq) CfJm(q + rn) = EmCfJm(q). 

(2.7) 

Letting q go into q + iT'h, multiplying by exp(- iT'p) CfJ: 
(q - ir'h), and integrating with respect to T', we have 

f exp(iB(r + r') n/2) y(B, r) exp(iBq - ir'p) CfJ: (q - iT'n) 

x C{Jm(q + ir'n + Tn) dB dTdT' = 2rr Emhnm(q,p), 

(2.8) 
but from Eq. (2.1), 

CfJ:(x)C{Jm(y)=f exp(i(y-x)p/n)hnm«x+y)/2,p)dp (2.9) 

and substituting into Eq. (2.8) we obtain 

f exp[iiBTn + iBq + irp' + iT'(p' - p + iBn)] y(B, T) 

hnm(q + irn, p') dB dT dr' dp' = 2rr Em hnm(q, p), (2.10) 

Integrating with respect to r' and then p' yields 

f f y(B, r) exp(iBq + irp) hnm(q + iTn, p - iBn) dB dT 

(2.11) 

Using relations (1.13) and (1. 15) the general case can 
now be derived. It is 

f f K(q,p;x,y)hnm(x,y)dxdy=Emhnm(q,P), 

where 

(2.12) 

1 f y(B, r)f(B, r)f(B', r') 
K(q,P;x'Y)=41fI f(B+8',7+T') 

x exp{iB'(q - x + irn) - iT'(p + y - iBn)] 

x exp(iBx + iTY) dB dTdB' dr', (2.13) 

This can also be written as an operator equation 

f ( . 0 . 0 ) f (. 0 . 0 . 0 . 0 ) 
- z oq H ' - z ap H Z oq + Z aq H ,Z op + Z op H 

x [f (. 0 . 0 )J-1 
( 1· 0 1 • 0) 

Z oq ,Z op H q + 2" Z op' P - 2" Z oq 

Xhnm(q,P) =Emhnm(q,P), (2,14) 

For the Wigner case, 

(2.15) 

Moyal's5 equation, for the case f= 1 can be obtained 
from Eq, (2.11) or (2,15). 

Eq. (2,14) can be considered as the quantization 
equation in the phase space formulation analogous to the 
operator equation, Eq. (2.6). It is likely that for par­
ticular problems, solving Eq. (2. 14) with a judicious 
choice off may be simpler then solving Eq. (2.6). 

We now give a procedure for obtaining the state func­
tion when a phase space distribution is given. In the 
case of a phase space eigenfunction one would take 
F(q,p)=hnm(q,P). It can be readily verified, that up 
to an arbitrary constant phase factor, the state function 
is given by 
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1 
I/!(q) = 21TR(qo) 

x f F(x, y) exp[iO(x - (q +qo)/2)+ i(q - qo) yllf] 
t(O, (q - qo)!If) 

XdBdxdy, 

where 

R2(Qo) = J F(qo,p)dp, 

and q 0 is any number. 

3. VARIATIONAL PRINCIPLE 

(2.16) 

(2.17) 

The variational principle of standard quantum 
mechanics states that for any normalized wavefunction 
the expectation value of the Hamiltonian is greater 
than or equal to the ground state energy, Eo, 

(~.1) 

We now ask whether the expectation value of the classi­
cal Hamiltonian obtained via phase space integration us­
ing an arbitrary equasiprobability distribution F(q, p) 
also satisfies 

J J H(q,p)F(q,p)dqdp~Eo· (3.2) 

In general, Eq. (3.2) is not true for an arbitrary 
F(q,p), but if one choses an F(q,p) from a certain class 
of function (discussed below) then indeed Eq. (3.2) holds 
for members of that class. We call such functions I/! 
representable. I/! representable distributions are those 
which can be obtained from some quantum mechanical 
state function. If a distribution is not I/! representable 
then there exists no corresponding quantum state and 
the use of such an F could lead to erroneous results. 

We note that we are considering the full N-body dis­
tribution function. A much more difficult, and as yet 
unsolved problem, is to determine the conditions a 
reduced distribution must satisfy if it came from a 
proper N-body quantum mechanical distribution. In the 
density matrix formulation this problem is known as 
N representability. 11 

Since Eqs. (1. 1) and (1. 2) give the same results if 
Eq. (1. 5) holds, it is clear that an F is I{! representable 
if there is some function I/!(x) so that indeed (1. 5) is 
satisfied. Otherwise there is no quantum state. In 
particular, from Eq. (1. 5) we have that 

I{!*(x) I{!( ) = ~fF(q,P) exp[iB(q - (x + y)/2) + iCy - x)p/If] 
Y 21T tCfI, (y -x)/2) 

Xd9dqdp. (3.3) 

Hence, to test whether a given F(q,p) is I{! representable 
one may evaluate the right-hand side of Eq. (3.3) and 
examine whether the result can be written in the form 
I{!*(x) I{! ( y) for some function I{!. For the Wigner distribu­
tion, Eq. (3.3) becomes 

I{!*(x) I{!(y) = J F«x + y)/2, p) exp(i(y - x) p/If»dp. 

(3.4) 

Of course, once it is established that F is I/! repre­
sentable it is clear that (3.2) follows because (3.1) is 
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true and Eqs. (1.1) and (1.2) give the same answer. But 
to illustrate more clearly where the breakdown occurs 
if F is not I{! representable, we give a derivation of 
(3.2) totally within the phase space formulation. We 
use the eigenfunction equations derived in Sec. 2. 

Expanding F(q,p) in terms of the eigenfunctions we 
have 

F(q,p) =:6 Anmhnm(q,P), 
nm 

A nm =21T1f J F(q,p) h:m(q,p)dq dp. 

(3.5) 

(3.6) 

If F(q,p) is normalized to one, then using Eq. (2.5), 

J F(q,p)dqdp= 1 =zt Ann· (3.7) 

Operating on (3.5) with the integral operator as defined 
by Eq. (2.13) and integrating with respect to q and p, 
yields 

1 f y(B,T)t(B,T)t(B',T') exp[i(B+9')x+i(T+T')y] 
4? t«()+()jT+r') 

x exp[- iB'(q + tTli) - iT'(p - tBIf)] dB dB' dTdT' dx dy dqdp 

Using Eqs. (1. 8) and (1. 5), this becomes 

J J H(q,p)F(q,p)dqdp =:6 EnAnn· 

(3.8) 

(3.9) 

For an arbitrary F(q,p) the Ann's could become nega­
tive and the variational principle would not follow. But 
if F(q,p) is of such a functional form that it can be ex­
pressed in the form given by Eq. (3.3) for some I{!, then 
indeed the Ann's are always positive, 

Ann = 2~ f I{!*(q - tTIi) I{!(q + trh) CPn(q - tT'1i) 

cp:(q + tr'Pi) exp(- i(T - r')p)dTdT' dq dp 

= 1 J I/!(q) cp:(q)dq 12 ~ o. (3.10) 

The usual arguments therefore lead to Eq. (3.2). 

4. CONCLUSION 

The main reason for the use of the phase space 
formulation is that very often it is mathematically 
easier to use than the operator formalism of quantum 
mechanics. Also since the formalism is "similar" to 
that of classical phase space it very often suggests 
methods of approximation or expansion used in classi­
cal mechaniCS. This is particularly true in the applica­
tion to quantum statistical mechanics. We have shown 
that one must be particularly careful in assuming I{! 
representability of the distribution function. Also, as 
mentioned previously it is possible that in certain cases 
the quantization problem may be more tractable if one 
attempts to solve the eigenvalue problem in the phase 
space formalism. Since the phase space expectation 
values are sometimes easier to carry out in the opera­
tor formalism, the variational principle may possibly 
also be applied to real problems with profit. 

In conclusion we would like to give a simple problem 
illustrating I{! representability. Consider the estimation 
of the ground state energy of the harmonic oscillator 
using the trial function, 

Leon Cohen 1865 



                                                                                                                                    

..f2 2 
F (q p) = - exp(- a 2q2) _ -=-----n- p2 
l' 7T1f If"a' , (4.1) 

where a is the parameter to be varied. Calculating the 
energy with the classical Hamiltonian, 

w)= f f (p2/2m+tmw2q2)F1(q,p)dqdp 

= ! [mw2 + ~ 0!2] . 
4 01 2 2m 

Minimizing with respect to a yields 

01 4 = 2w2m 2 /1f 2, 

(4.2) 

(4.3) 

and substituting into Eq. (4.3) we have for the estimated 
ground state energy 

1/v'2 tlrw, 

which is lower than the ground state energy of the 
harmonic oscillator. 

(4.4) 

The reason for the failure is that F 1(q,p) is not l/J 
representable. It is straightforward to show that for 
F 1(q,p) there does not exist any function l/J such that 
Eq. (4.1) is satisfied. Moreover, as can be readily 
verified, the Arm's are not all positive for this case. 

On the other hand, if we consider the trial function 
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(4.5) 

then direct calculation of the right-hand side of Eq. 
(3.3) shows that l/J representability forces us to take 

(3 = l/lfa. (4.6) 

F 2(q,p) now yields the correct ground state energy. 

*Work done during tenure of a grant from The City University 
Faculty Research Award Program. 

tpermanent address: Hunter College of the City University 
of New York, New York, N. Y. 10021. 

lWe consider one-dimensional systems. Generalization to 
higher dimensions is straightforward. All integrals go from 
-co to co. 
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The prolongation structure method of Wahlquist and Estabrook is used to determine a generalized inverse 
scattering problem for the equation U lt = U xx + 6(uux )x + Uxxxx which describes the motion of shallow-water 
waves under gravity. The relevant Gel'fand-Levitan equation is solved for the single soliton solutions. 

1. INTRODUCTION 

Since its original discovery by Gardener, Green, 
Kruskal, and Muira1 the inverse scattering method has 
been considerably developed. There are now over a 
score of physically significant equations for which exact 
solutions can be determined by the method. The search 
for such equations and inverse scattering problems con­
tinues and recently Wahlquist and Estabrook2 introduced 
a new approach to the determination of such problems. 
The examples considered by Wahlquist and Estabrook 
led to the standard Schrodinger equation form of the 
inverse scattering problem. In this paper, we wish to 
show that their method can be used to determine alter­
native generalized eigenvalue problems of non­
Schrodinger type which we will refer to as generalized 
inverse scattering problems. We will consider the 
equation 

(1. 1) 

The numerical values of the coefficients can be 
altered by scaling of both dependent and independent 
variables. Our choice is that taken by Zakharov and 
Shabat3 in an alternative approach to the same problem. 

If we introduce Ud~ u - i and T= i/ ..f3t, the equa­
tion becomes 

(1. 2) 

which describes the motion of shallow-water waves 
under gravity. 4 For details of the prolongation structure 
method, which involves the theory of differential 
forms, 5 we refer to Wahlquist and Estabrook. 2 

2. THE ASSOCIATED SET OF FORMS 

If we introduce the notation 

ux=p, 

and the potential W defined by 

u'x==-t U t , 

(2.1) 

(2.2) 

(2.3) 

Wt = t(uxxx + + 6 (uuJ = t(r% + 6up) (2.4) 

then Eqs. (2.1)-(2.4) are completely equivalent to the 
higher-order equation (1. 1). These first-order partial 
differential equations can be associated with the set of 
2-forms 0'1,0'2,0'3,0'4 defined by 

0'1 = du A dt - pdx Adt, (2.5) 
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0'2 =dPAdt- rdxl\dt, 

0I3=duAdx- 4dWAdt, 

01 4 =dWA dx + ~updx Adt + tdr Adt. 

(2.6) 

(2.7) 

(2.8) 

These 2-forms comprise a closed ideal and conse­
quently by Cartans5 theory are completely equivalent 
to Eqs. (2.1)-(2.4). If ai (i=1, ... ,4) are the forms 
obtained by sectioning into a solution manifold of 
(2.1)-(2.4) then 

5;=0 (i=1, ... ,4). (2.9) 

The method proceeds by seeking sets of n I-forms 
rJ,k = d~k + F' dx + e k dt (k = 1, ... , n) having the property 
that the prolonged ideal (01 1,01 2,01 3,01 4, nl, ... , n") is 
closed. This means that we must be able to find a set 
of n2 I-forms 1]: and a set of 4n functionsjki such that 

That requirement leads us to the equation 

- pe~ - rC; + (~up) F~ + [F, elk = 0, 

where we have introduced the notation 

[F, elk = (F;e~,i - eiF\i) 

(2.10) 

(2.12) 

which has all the normal properties of a Lie bracket. 
For notational convenience we will cease to show the 
suffices on F and C and related quantities for the re­
mainder of this work. 

General consistency requirements on Eqs. (2.10)­
(2. 11) show that F and e must have the forms 

F = Xl + uX2 + WX3 + 4uWX12 + u2 X 13 , (2.13) 

e =X4 +uX5 +u2X6 - twX2 + PXs + t rX3 

- t u} X 12 - tuwX13 + ur X 12 + 2u3 X 12 - i p2 X 12 • 

(2.14) 

For the purposes of this paper we do not require the 
most general form and for simplicity put X 12 = X 13 = O. 
Substitution of (2.13) and (2. 14) into (2. 11) then yield 
the Lie bracket relations 

[Xi' xsl =X5, 

[X2, xsl = 2X6 - ~X3' 

[X1,x4l= 0, 

[X2,x6l= 0, 
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[X3'X5]= 0, 

[X3,XSJ= 0, 

[Xt, x31 = 4Xs, 

together with the relations 

[Xv X 5] + [X2>X4 ] = 0, 

[Xt, XsJ + [X2, x 5J = 0, 

[X3, X 4 ] = HXt , X 2], 

(2.16) 

In order to determine a representation of this alge­
braic structure we will complete it into a Lie algebra. 
First we note that some simplification results if we 
make the identification 

(2. 17) 

which is consistent with the existing relations (2.15). 

We introduce new generators X to and X 11 defined by 

[Xt ,X2 ]=Xto , (2.18) 

[Xt ,X5J=Xl1 (2.19) 

in order to simplify the constraining relations (2.16). 
If we then ask that (Xt,X2,X3,X4,X5,XS,XtO,X11) close 
under the Lie bracket operation to form a Lie algebra, 
we find that when ,<=9/16 this is possible and the follow­
ing ~lgebra results 

[Xt ,X2 ]=XtO , [Xt ,X3J=4Xs, 

[Xt ,X5]=X11 , [Xt ,XS]=X5, 

Ixv X10] =;Xt + t IlX3, [Xt, X lt ] =~X4 - 31lX 2, 

[X2,X4 ]=-Xtt , [X2,X5]=- tXs, [X2,XS]=-tx3, 

[X2, X iO ] = -~X2' [X2,Xtt ] = - txs, 

(2.20) 

lX2,xtO]=-tx2, [X2,X11 ]=- tX 5, 

lx3, x 4 1 = tXtO, [X3, X tO ] = - ~X3' [X3, Xu] =X2, 

lx I' x5 ] = - 31l Xs, [X4 , Xs] = - :tIlX3 - tx
" 

lx4 , X ,0 ] = ~X4 - 3X2 , [X4 , X ll ] = - 31l X 5 , 

lXe,Xg]=~X2' [X5 ,X,,]=- ,~X,- 196X3' 

[x"' x,ol = -! X 8 ' [X 8 , X ll ] = - tx,o , 

[X1o, xltl = - {Xli 

with all other bracket relations zero. The constant Il 
is arbitrary and so we have a single parameter family 
of Lie algebras associated with our original equations. 
We will see shortly that /.l is the eigenvalue in an in­
verse scattering equation which can be associated to the 
equation. 

3. A THREE-DIMENSIONAL REPRESENTATION 

We can determine the following three-dimensional 
representation of the algebra: 
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Xj ~ - /.lE,1/J3 - (E, 2bt + E3b2), 

X 2 =;(E, t b2 + E2b3), 

X3 = Et b3, 
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X 4 = ~3bt + Il (~lb2 + eb3), 

X5 = H~tbl + ~3b3 - 2~2b2)' 

Xs = H~tb2 - ~2b3)' 

X 10 = f(~lbl - ~3b3)' 

Xu =f(eb2 - ~2bl)' 

where bt = alae. 
The corresponding Pfaffian forms are 

0 1 = d~l _ ~2 dx + (~3 + iu~l) dt, 

(3.1) 

0 2 =de - (~3 - tu~t)dx - (tue + [(w - Il) - tpHl)dt, 

(3.2) 
0 3 =d~3 + (tu~2 + (w - Il) ~1) dx 

+ Utr+ -rtu2Ht - (w - Il + t p) ~2 + iu~3)]dt. 

On a solution manifold of the prolonged ideal 
(o't, Ci!2, Ci!3, Ci!4, ot, 0 2,03) 

nt = n2 = n3 = 0, 

which yields the equations 

~~=e, 

~;=e-tu~t, 

E;= - tue - (w-Il) Et, 

E} = - E3 - iu~t, 

~~ = tu~2 + (w - Il - t p) ~1, 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

~~=-(tr+fsu2Ht+(w-ll+tp)e-tu~3. (3.9) 

Eliminating ~2 and ~3 from (3.4)-(3.6), we obtain 
the equation 

E!xx+~u~!+<tux+wHl=ll~t. (3.10) 

If we couple this with Eq. (3.7) which can be written 

(3.11) 

then these two equations (3.10) and (3.11) specify a 
generalized inverse scattering problem associated with 
the original equation (1, 1). 

4. THE GE~FAND-LEVITAN EQUATION AND 
SOLITON SOLUTIONS 

The Gel'fand-Levitan equation appropriate to this 
generalized scattering problem is 

P(x,slt)+K(x,slt)+ L~ K(x,pltlP(p,slt)dp=O, 

(4.1) 

where p(x, sit) is a solution to the equations 

a3p a3p 

P (x, sit) + ~ (x, sit) = 0, (4.2) 
x uS 

The solution function u(x, tl of (1. 1) is related to the 
kernel K(x, sit) by 

d 
u(x, tl = 2 dx K(x, x In. (4,4) 
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A solution to (4.1) and (4.3) is given by 

F(x, sit) = a exp[ - q(x - ws) - q2(1 - w2) t], (4.5) 

where a, q are constants and w is a cube root of unity. 
We will assume that w"* 1 as w = 1 leads to the trivial 
zero solution for u(x, t). 

Substituting this solution (4.5) into (4. 1), we easily 
obtain the following form for the kernel K(x, sit): 

I -aexp[-q(x-ws)-q2(1-w2)t} 
K(x,s t)= [1+[a/q(1-w)]exp[-q(1-w)x- q2(1-Ut) t}. 

This gives 

I [ -a exp( - Q~) ] 
K(x, x t) = 1 + (a/Q) exp(- Q~) , 

where 

~ =x + [(1 + w)/(l- w)] Qt and Q= q(1- w). 

Hence, we obtain 

d [ a exp(- Q~) ] 
u(x, t) = - 2 dx 1 + (a/Q) exp(- Q~) 

2aQ exp(- Q~) 
= [1 + (a/Q) exp(- Q~)F . 

If we define 1) by 

a/Q= exp(- Q1) 
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(4.6) 

(4.7) 

(4.8) 

(4.9) 

(4.10) 

then we can write (4.9) as 

u(x, t)=tQ2 sech2tQ(~ +1). (4. 11) 

As w is a cube root of unity 

(1 + w)/ (1 - w) = (± i cotrr/3) =± i/~t 

and so the single soliton solutions are 

u*(x, t) =tQ2 sech2tQ(x± (i/V3") Qt) +1/]. (4.12) 

The inverse scattering problem for Eq. (1. 2) is ob­
tained by making the substitutions U = u - t. T = i/V3" 
into (3.10) and (3.11). An almost identical solution to 
the relevant Gel'fand-Levitan equation gives the left 
and right propagating soliton solutions 

(4.13) 

Similarly, using the linear suposition of the solu­
tions for the kernel F(x, s), the N-soliton solutions 
previously determined by Hirota6 may be easily 
obtained. 
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Prolongation structures and nonlinear evolution equations in 
two spatial dimensions 

H. C. Morris 

School of Mathematics, Trinity College, Dublin, Ireland 
(Received I December 1975) 

The prolongation structure approach of Wahlquist and Estabrook is used to determine nonlinear evolution 
equatIOns in two spatial ~imensi~ns for which an inverse scattering formulation exists. The equations of 
nonhn~ar wav~nvelope interactIOns and the Kadomtsev-Petviashvilli-Dryuma equation are considered 
In detail. 

1. INTRODUCTION 

The success of the inverse scattering method in solv­
ing many two-dimensional problems of physical signifi­
cance is by now well known. It is natural to wonder 
whether those equations which have been treated are 
capable of generalization to three or more dimensions 
in such a manner that a generalized form of the inverse 
scattering method may be applied to them also. Recent­
ly the prolongation structure method of Wahlquist and 
Estabrook1 has shown that the study of certain ideals 
containing differential forms related to a nonlinear 
evolution equation is capable of determining the inverse 
scattering problem relevant to that equation, should it 
exist. The prolongation structure approach seems a 
natural one to use in order to extend existing results 
into higher dimensions. The purpose of this note is not 
to provide an exhaustive or general study but to illu­
strate with specific examples the ease and relative sim­
plicity with which the method can do this without ex­
hausting its generality. In Sec. 2. we discuss the gen­
eral method and derive our basic equations labelled 
(2.7), (2.11), and (2.12). We then continue in Secs. 3 
and 4 by showing how these equations can provide in­
verse scattering problems for the equation of nonlinear 
wave-envelope interactions in two spatial dimensions2,3 

and also the Kadomtsev-Petviashvili-Dryuma4
,5 equa­

tion. We note that a reverse procedure starting from 
the inverse scattering equations rather than the non­
linear evolution equation, and therefore complimentary 
to our own, has been recently published by Ablowitz 
and Haberman. 6 

2. EXTENDING AN EXISTING PROLONGATION 
STRUCTURE 

Let us suppose that we have a two-dimensional evolu­
tion equation which can be expressed in terms of a 
closed set of 2-forms {a J, i = 1, ... , N, which possess 
a linear prolongation structure {a. n8} ; = 1 N t' ,,, , ... , , 
{3 = 1, ... , lvI, in which the 1-forms n8 are expressed 

M 

nS = ~ (F! dx + G~ dt)?;'" +d~B. (2.1) 
,,= t 

This means that there exist MN functionf M and M2 
1-forms TJsr such that 

Some of the forms {a j }, i=l, ... ,K, essentially define 
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the variables needed to reduce the nonlinear evolution 
equations to a set of first order partial differential 
equations. An example of this is at =du/\dt - pdx /\dt 
which defines p to be u" in the sectioned ideal. We will 
refer to these forms as linearization forms. The re­
maining forms {a j }, j = K + 1, ... , N, express the origi­
nal equation directly and we will refer to these as the 
dynamiC forms of the ideal. When we consider a higher 
dimensional form of an evolution equation, there will 
generally be additional linearizing forms and the dynam­
ic forms will be modified by additional terms. In this 
paper we will consider the simplest possibility. This 
is the situation in which no additional linearizing forms 
are introduced by the generalization but simply modifi­
cations to the dynamic forms. This means that no 
derivatives of degree higher than one in the new spatial 
variable y will be present in the generalized equations. 
Thus the generalization we consider can be expressed 
by the linearizing forms 

aj=aj/\dy, i=l, ... ,K, 

and the dynamic forms 

a j =a j /\dy+{3j, j=K+1, ... ,N, 

(2.3a) 

(2.3b) 

where the {3j are a set of (N - K) 3-forms. Consider 
the 2-forms nB of the form 

M 

n8=ns/\dy+~ HBr~rdx/\dt 
r=1 

M 

+ ~ (ABrdx +B8rdt)/\d~r, 
r=1 

where A and B are constant (MxM) matrices. It is 
easily shown that 

provided that the matrix H is given by 

H=GA-FB 

and 
N 

.6 fBj{3i=[(dGA-dFB)~]B/\dx/\dt. 
.=K.1 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

If we section nB into a solution manifold of the original, 
we obtain 

~x= - F~ -A~y, 

~t= - G~ - B~y, 
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(2.10) 

For consistency these equations require that for A 
and B to be nontrivial 

[A,B]=O, 

[C,A] + [B,F]= o. 
(2.11) 

(2.12) 

Each nonlinear solution of Eqs. (2.7), (2.11), and 
(2.12) yields a possible generalization of the original 
equation. 

3. THE NONLINEAR WAVE-ENVELOPE INTERACTION 
EQUATIONS IN TWO SPATIAL DIMENSIONS2 .3 

The nonlinear wave-envelope interaction equations in 
one spatial dimension can be written in the matrix form 

(3.1) 

where N is an (n x n) matrix and (0'N)i} ~! O'ijNiJ. An 
equivalent set of closed 2-forms are BiJ given by 

Bij =dN;j/\dx + d(O'N)ii/\ dt + [aN, N]/j dx /\dt. (3.2) 

The I-forms nIl defined by 

n n 

nk=~ (E-N)ki!,jdx- ~ (O'N)"j!,jdt+d!,,,, (3.3) 
.~ J~ 

where E is an arbitrary diagonal constant matrix pro­
vide a prolongation structure for Eqs. (3. 1). 

Equations (2.11), (2.12), and (2.7) become in this 
case 

[A, B]=O, 

[O'N,A] + [B, N] = 0, 

{3lj = t dNll,/\dx /\dl(E "j - 0' I"Akj)' 
"=1 

(3.4) 

(3.5) 

(3.6) 

From Eq. (3.4) we see that both A and B can be simul­
taneously diagonalized. We therefore satisfy (3.4) by 
taking 

(3.7) 

If we substitute these into (3.5), we obtain the equation 

(3.8) 

which we can satisfy by choosing the diagonal elements 
of A and B so that 

0, 

- tdu/\dx/\dt, 

- (tdP +dw)/\dx/\dt, 

This equation has many solutions but they all lead to the 
same form for i34 which is 

{34 = ~du/\dx/\dt. 

The set of forms a1, a2, 0'3, and 0'4=0'4Ady 
+ t du Adx /\dt corresponds to the equation 

HUtt + ux) + HUn,. + 6uu,.),.= 0, 

(4.7) 

which is the Kadomtsev-Petviashvili-Dryuma equa­
tion. A pair of matrices which yield this 3-form and 
also satisfy Eqs. (2.11) and (2.12) is 
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0'.,,= (b, - b,,)/(a.- a,,). 

Equation (3.6) becomes 

{31j = (b j - O'IJaj) dNIj /\dx /\dt. 

Therefore, the generalization we have obtained is 

where 

Yij=(bj-aljaj)' 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

If we choose E = - ;\C where C is an arbitrary constant 
diagonal matrix, the sectioning of the forms nIl gives 
rise to the inverse scattering problem 

?;x - N?; = ;\C?;, 

?;t - aN?; = O. 

(3.13) 

(3.14) 

4. GENERALIZING THE BOUSSINESQ EQUATION 
TO THE KADOMTSEV·PETVIASHVILI· 
DRYUMA EQUATION 4,5 

It has been shown7 that the forms n1, n2, n3 defined 
by 

nt = d?;l - t'2 dx + (t'3 + ~t't) dt, (4.1) 

n2 =dt'2 - (t'3 - tut'1)dx 

- [tut'2 + (w- /..L - tpH1]dt, (4.2) 

n 3=dt'3+[tut2 + (w- JJ.) t 1]dx+ (ir+ 1
9
6 u2)l;1 

- (w - /..L + t p)t2 + iut3]dt (4.3) 

provide a prolongation structure for the Boussinesq 
equation 

expressed in terms of the forms 

at =du/\dt- pdxAdt, 

0'2 =dP/\dt- rdxAdt, 

0'3 =du/\dx - t dw/\dt, 

0'4 = dw/\ dx + tupdx /\'dt + t dr/\, dt. 

In this case K = 3 and Q!4 is the only dynamiC form. 
Equation (2.7) now becomes 

(4.4) 

(4.5) 

: JA - [;dU/\dX/\ dt : o:J B. 
i du/\dxAdt dwA dx Adt, tdu /\dx /\dt 

(4.6) 

[OOO~ [00 A =3 0 0 0 , B = 1 0 
10001 

(4.8) 

With this choice of A and B Eqs. (2.8) and (2.9) become 

t~= t2, 

t'; = t'3 - t ut't , 

t;= - tut2 - (w- JJ.Hl - n!, 
,.1_ ,.3 iu,.t 
bt- - b - 4 h, 

H.C. Morris 
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t~= iut2 + (w- J.l- tp)t1- t!, 

t~= - (tr+ -ftU2) t 1 + (w - J.l +tp)t2 - tut3- t~. 

(4.13) 

(4.14) 

Equations (4.9), (4.10), and (4.11) together with (4.12) 
yield the equations 

at; + t;"x + % ut~ + (i Ux + w) t 1 = J.lt1, 

t} + t;x + utI = 0, 

(4.15) 

(4. 16) 

which provide an inverse scattering equation for the 
Kadomtsev-Petviashvili-Dryuma equation. 
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Path integrals and ordering rules 
J. S. Dowker 

Department of Theoretical Physics, The University, Manchester, England 
(Received 1 December 1975) 

It is shown again that path-integral quantization has no preference for any particular ordering rule for the 
Hamiltonian. 

I. INTRODUCTION 

It has recently! been claimed that the Weyl corre­
spondence rule has a special role to play in Feynman 
quantization. In particular it is said that Feynman's 
postulate (that each path in phase space contributes an 
amount to the phase equal to the action) is entirely equi­
valent to usingWeyl's rule in constructing the quantum 
Hamiltonian. The purpose of the present paper is to 
examine this statement. 

Phase space functional integrals have a reasonably 
large literature which we do not wish to fully detail 
here. Some important references will be found in our 
earlier works. 2-4 

The calculation which we wish to discuss further here 
is contained in Ref. 2. There, following Tobocman, 
Klauder, Katz, Rosen, Martin, Garrod and Arthurs, a 
phase-space integral for the propagator of Schrodinger's 
equation, 

a A 

i--HifJ- 0 af -

was constructed. The point of the calculation was to 
extend the work of the above authors by incorporating 
the ideas of Cohen, 5.6 on operator ordering. 

(1) 

II. DERIVATION OF PHASE-SPACE PATH INTEGRAL 

The calculation is essentially straightforward, and so 
we only give the bare bones. The propagator 
(q",t"lq',t') is written, in standard fashion, as a folding 
of many short-time propagators, (qi+l,li+llqi,t) (fi+! 
=lj+E). Complete sets of momentum eigenstates, 
Ipj+l/2,t j + 1 / 2), (with ti+l/2=tj+tEl are then inserted in 
these short time propagators and the I q, f) states on the 
outside are translated in time to the middle time, ti+1I2' 
by Schrodinger's equation, assuming E to be small, i. e. , 
exp(- ifiE/2) = 1 - tillE. 

In order to evaluate the resulting brackets like 
(q III Ip) the dependence of fj(p, q) on p and q is exhibited 
by the general correspondence rule5 

ll(P,q>=J J d~dTlexp(iP~+iqTl)F(~,TI)iic(~,TI), (2) 

Hc(~'TI)=(27Tr2 J J dpdqexp(-ip~-iq1])Hc(p,q), 
where F(~, TI) is restricted by F(O, Til = 1 =F(~, 0) and 
also, if fj is Hermitian, by F*(~, TI) =F(- C -1]). The 
standard Weyl, symmetrization and Born-Jordan rules 
are given by F= 1, F=cos(t~TI) and F=sin(t~TI)/(t~TI), 
respectively. (If we have a number of P's and q's we 
have only to interpret these, and the ~ and TI, alge­
braically as vectors so that, e. g., P t; is just POI ~(Y.. ) 
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Expression (2) is sandwiched between (q I and IP) 
states and the operators fj and q converted into eigen­
values. The resulting (q IP) brackets then combine with 
the terms of order E, which have been reinstated in the 
exponent, to give the action, and we finally arrive at the 
formal limit 

(qfl,t"lq',t')=limj Ii dPk+1f2 n dql 
n- '" k=O 27T 1=1 
<- '" (3) 

n 

X exp i6 [Pj+1I2(qj+1 - q j) - H(p j+1!2' q j+l, q j)E], 
j=O 

whereH(p,q",q') is given by 

H(p ,q", q') =F(q" - q', - ia)Hc(p, q). (4) 

The average coordinate, q, equals tCq" +q') and a=.a/aq. 
We should note at this point that we are assuming the 

coordinates q and the momenta p to range from - co to 
+ co. If the manifold of the q's is compact, then further 
conSiderations, not relevant to the point at issue here, 
will be needed. 

Expression (3) can be interpreted as the skeletonized 
form of the path integral, 

(q",t"lq',t')=N J J d[p]d[q]exp[iAF(q", t"i q't')], 

(5) 

whereAF is the "classical" action. Thus, formally, as 
a shorthand we can write 

t~' tqll 

AF(q"f"lq'l')='!t • • [pdq-Hc(p,q)dt] 
,q 

but the subscript F reminds us that we are to take the 
short-time form of AF as 

A F(qj+l' t j +1 iqj' tj) 

= E{p j+1I2E-
1[q 1+\ - q J - H(p j+l /2, qj+i> qj)}, 

H(fJ,q",q') being given by (4). 

(6) 

It should be apparent that there is no logical prefer­
ence for the value F = 1, i. e., for Weyl ordering_ 
Feynman's postulate does not come ready provided with 
an algorithm for evaluating the functional integral. So 
far as the postUlate is concerned, all orderings are 
equally good. 

This also means that there is no preferred pOSition 
for the "midpoint rule, " which cannot in fact be extended 
to arbitrary Hamiltonians_ This point is explained in 
Ref. 4. If the Hamiltonian contains a term A(q)p, e. g. , 
from electromagnetic coupling, then gauge covariance 
(or, equivalently, hermiticity) says that we should take 
this as A (t(qj+l +qj»)Pf+1I2 in the skeletonized path inte-
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gral. 7 However, the path integral by itself does not lead 
unambiguously to this, or any other, form. The require­
ments of hermiticity or covariance have to be separately 
imposed, and, furthermore, any expression symmetric 
in qj+l and qj, such ass HA(qi+1) +A(qj)]PM/2 would do 
equally as well as the midpoint form. This just reflects 
the well-known fact that the Hermitian ordering of 
pA(q) is uniquely l[P,A@].. In fact any function F satis­
fying of(L 1)/0 I; 1,=0 = 0 would produce this ordering. 

This is in contrast to the situation for p2f( q) for which 
there is no unique Hermitian ordering. Such a situation 
occurs when the path integrals for a particle on a 
Riemannian space are being set up. 9 We have discussed 
this before2- 4 with the ordering question specifically 
in mind. The relevant results are rapidly explained. 

It is convenient to assume that the quantum Hamilton­
ian is given and equals - t.:l2, in coordinate represen­
tation, .:l2 being the covariant Laplace operator. Equa­
tion (2) can be inverted to give the effective "classical" 
Hamiltonian He(p, q), and then H(P, q", q') is deduced 
from (4). We find 

Hc( p,q) = tp", P8g"/l(q) +ao"oag"il + ~ Fop",oag,,/l +Q, 

where 

Q=_k1l4.:l2g-1/4 and a=Hl+2(Fo)2-F~'] 

with 

Fa = dF(x) \ ' F" _ d
2
F(x) I 

dx x=o 0 - ----ciT :<=0 

F(t~1) =F(~, 1). 

We have taken F(~,1) to be a function of ~O!1)a only. 
This covers most reasonable orderings. A more gen­
eral discussion is contained in Ref. 10. 

(7) 

The expression for H(p ,q",q') derived from (7) and 
(4) is not particularly instructive and so will not be 
written out. It is seen that the effective classical 
Hamiltonian equals the actual classical one, 1. e. , He 
for Ii = 0, plus an effective potential of order n. This is 
just the quantum potential. The noncovariance of this 
potential is explained by noting that the operation of 
skeletonization is not a manifestly covariant one. 3.11 
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In Ref. 3 it was shown explicitly for the special case 
of symmetrized ordering (Fo = 0, F 0' = - 1) that after the 
integration over p had been done, to give a Lagrangian 
type path integral, the result agreed with the one 
derived by DeWitt,9 after an averaging process had been 
performed on this. 

H is also possible to discuss the Heisenberg equa­
tions of motion and the canonical commutation rules 
within this formalism. 3,10 

III. CONCLUSION 

It has been re-emphasized that Feynman quantization 
shows no preference for any particular operator order­
ings of the Hamiltonian. G 

This is proved by explicit construction of a phase­
space path integral for the propagator of Schrodinger's 
equation in terms of an arbitrary ordering rule. 

It is the freedom of choice of the lattice approxima­
tion that is the formalism's method of reflecting the 
factor ordering problem. 6,12 

There therefore seems to be no justification for 
claiming that Weyl's rule provides a royal road from 
Schrodinger's equation to the Feynman path integral. 
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A formalism based on real octonions is developed in order to construct an octonionic Hilbert space for the 
description of colored quark states. The various possible forms of scalar products and related scalars are 
discussed. The choice of a direction in the space of octonion units leads naturally to a representation of the 
Poincare group in terms of complex scalar products and complex scalars. The remaining octonion 
directions span the color degrees of freedom for quarks and anti-quarks. In such a Hilbert space, product 
states associated with color singlets are shown to form a physical quantum mechanical Hilbert space for 
the description of hadrons. Color triplets, on the other hand, correspond to unobservable parafermion states 
of order three. 

1. INTRODUCTION 

Even though the quark structure of hadrons has re­
ceived indirect support from experiment for more than 
a decade now, the quarks themselves have so far not 
been observed. This unobservability problem became 
more acute when it was shown that quarks would act 
like partons in a gauge field theory of strong interac­
tions in which the gauge bosons (gluons) are associated 
with an exact non-Abelian gauge group.1 Because now 
one has to account not only for the unobservability of 
quarks but also of the gauge bosons in the theory which 
are needed to insure the Bjorken scaling observed in 
deep inelastic lepton nucleon scattering. 

The quark models that account for the observed SU(6) 
multiplets naturally and also explain the 7T 0 - 2y decay 
in a quark parton model are the Han-Nambu model2 

and the color quark scheme of Gell-Mann, 3 which is 
equivalent to the paraquark scheme of Greenberg if one 
assumes exact color SU(3) invariance. 4,5 In the Han­
Nambu model, quarks have integral charges and are 
assumed to be observable but because of their high 
masses they have not yet been seen. Whereas in the 
color quark scheme of Gell-Mann and Fritzsch the 
quarks are regarded as "mathematical objects" lying 
in a "fictitious" Hilbert space with an exact SU(3) (color) 
group. The color gauge bosons corresponding to this 
SU(3) group operate in this fictitious Hilbert space. Only 
the color singlet states are observable and form an ob­
servable subspace of this fictitious Hilbert space. 

An exceptional paraquark scheme unifying the various 
three triplet quark models has been proposed by Gursey 
and this author. 6-8 In this scheme the quark fields are 
regarded as transverse octonionic parafields. The color 
octet of gauge fields and the quark fields act in a split 
octonionic Hilbert space, 9 which has SU(3) as an alge­
braic automorphism group. On the basis of the proposi­
tional calculus of observable states as developed by 
Birkhoff and von Neumann this split octonionic Hilbert 
space is separated into an observable (longitudinal) and 
a nonobservable (transverse) subspace. The transverse 
octonionic quark fields create states that lie in the un­
observable subspace. However, from these unobser­
vable quark fields one can form product fields corre­
sponding to observable states. The observable product 
states are all singlets under the algebraic automorphism 
group SU(3) of the Hilbert space, and the gauge fields 
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corresponding to this SU(3) group do not couple to the 
fields corresponding to observable states. Thus by inter­
preting this SU(3) group as the color SU(3) one gets a 
natural realization of the proposal of Gell-Mann and 
Fritzsch. In a somewhat different vein Domokos et al. 10 

have studied quark fields as elements of a local octo­
nionic module. By constructing actions which are in­
variant under a local group G2 and then quantizing the 
theory, they find that only color singlet states propagate, 
whereas quarks are "confined." To extend the scheme 
of Ref. 6 to include leptons, Gursey suggested that the 
exceptional Jordan algebra be used to represent the 
charge space of elementary particles, quarks as well 
as leptons. 11 The resulting scheme leads naturally to the 
doubling of the number of quarks and to additional heavy 
leptons12 which may find verification from the e' e- ex­
periments at SLAC13 and the neutrino experiments at 
Fermilab. 14 

In Refs. 6 and 9 the underlying algebra was taken as 
the split octonion algebra. In this article our aim is 
to show that one can obtain the same results over the 
real octonion algebra which is a division algebra. The 
plan of the paper is as follows. We first study the pos­
sible bilinear forms over the real octonions and estab­
lish their invariance groups. On physical grounds we 
choose the real octonionic Hilbert space with complex 
scalar products and study its properties. This Hilbert 
space has an algebraic automorphism group SU(3) and 
a gauge group U( 4). We construct the representations 
of the Poincare group over this Hilbert space a la 
Wigner. The space-time labels of the Wigner basis do 
not form a complete set over this Hilbert space. Addi­
tional "internal" labels have to be taken from the alge­
braic automorphism group SU(3). We then consider real 
octonionic transverse quark fields and show that by in­
terpreting the algebraic automorphism group SU(3) of 
the Hilbert space as the exact SU(3) group of the 3-
triplet quark models one obtains the same results as in 
Ref. 6. Finally we introduce an "algebra of colors" 
which is a six-dimensional Malcev algebra formed by 
color carrying octonion units and which has the color 
SU(3) as an automorphism group. 

2. OCTONION ALGEBRA AS EXTENSIONS OF 
COMPLEX NUMBERS AND QUATERNIONS 

The real octonion algebra (]) is an eight dimensional 
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division algebra which is neither commutative nor as­
sociative. 15,16 A basis of this algebra can be chosen as16 

1,eA, A=:1,2, ••. ,7, 

where the elements eA satisfy the following multiplica­
tion rule: 

(2.1) 

and 

eAeB+eBeA=-2oAB, A,B=1,2, ••• ,7. 

As can easily be verified from the multiplication table, 
the real oct onion algebra is an alternative algebra, i. eo, 
the associator of three elements X, Y, Z E (I) is an alter­
nating function of its arguments: 

[X, Y, z1 '" (XY)Z - X(YZ) 

=: [Z, X, Y)=: [Y, Z, X) =: - [Y, X, Z). 

The norm N of an element X E (I) is defined as 

N(X) "'XX =XX, 

where 

7 

X=Xo+~ XAeA, 
A'1 

7 

X=Xo-6 XAeA, 
A'l 

The overbar denotes the octonion conjugation. 

(2.2) 

As is well known, one can obtain the real octonion 
algebra by a complex extension of the quaternions. To 
see this, decompose an element X E (I) as 

X= (Xo +X1 e1 +X2 e2 +X3e3) + e7 (X7 +X4e1 +XSe2 +X6 e3) 

=Q1 + e7Q2 

where Q1, Q2 belong to the quaternion subalgebra lH gen­
erated by e j (i =: 1, 2, 3), In this form, the octonion mul­
tiplication is given by 

XY =: (Q1 + e7Q2)(R1 + e7R 2) 
(2.3) 

=: (Q1 R 1 - RiS2) + e7(Q1 R 2 + R1 Q2)' 

where Q is the quaternion conjugate of Q obtained by 
replacing e i in Q by - e i (i=: 1,2,3). In general the op­
eration - on an oct onion X will be defined as: 

X=: Q1 + e7Q2' X'" Q1 + eliz. 
This conjugation operation - is not an automorphism of 
the oct onion algebra. 17 

The real octonion algebra can also be written as a 
"quaternionic extension" of complex numbers. To do 
this, rewrite an octonion as 

7 

X=Xo+6 XAeA 
A'l 

= (Xo + e7X 7 ) + (Xl + e7X 4 )e1 + (X2 + e~5)eZ + (X3 + e7X 6 )e3 

or 
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X=xO+x1e1 +x2eZ+x3e3, 

where Xo =Xo + e7X 7, Xi =X j + e~i+3 (i = 1, 2, 3), i. e., 
X 0' Xi belong to the complex subalgebra (£ generated by 
the imaginary unit e7 • Then the octonion multiplication 
takes the form 

XY=(xO+~Xjei) ~O+~Yiej) 

= (XOYo - t XiYr) ,·1 
3 3 

+ L (XOJ'k + Y6'Xk + L Eijk X'l'ynek, 
k=l i ,i=l 

where * operation denotes complex conjugation (e7 - - e7 ) 

within the complex subalgebra generated by e7 and is 
an automorphism of the octonion algebra. 

3. BILINEAR FORMS AND THEIR INVARIANCE 
GROUPS OVER THE REAL OCTONION ALGEBRA 

There are four possible "bilinear forms,,18 that can 
be defined over the real octonion algebra which induce 
the usual octonionic norm and satisfy the composition 
law 

N(XY) =N(X)N(Y), X, Y E (I), 

These bilinear forms are: 

(1) The bilinear form (X, Y)R which is real: 

7 

(X, Y)R "'~(XY + YX) =.0 XaYa• (3.1) 
.'0 

This bilinear product has the invariance group SO(8), 
which is also the invariance group of the octonionic 
norm. 

(II) The bilinear product (X, Y)c which is complex: 

(X, Y)c "'~{(.XY) + (XY)}, (3.2) 

where - denotes quaternion conjugation defined above. 
In terms of the real components X a, Y a one has 

7 

(X, Y)c = L XaYa + e7 (XO Y7 - X 7 Y o + X 4Y 1 - Xl Y 4 
a=O 

Now the real part of this product is invariant under 
SO(8) and the imaginary part has the invariance group 
Sp(8). Since SO(8) n Sp(8) :::: U(4) we see that the invari­
ance group of this bilinear product is U( 4). This can be 
seen more clearly by using the form of real octonion 
algebra as quaternionic extension of complex numbers, 
i. e., 

7 3 

x=L., Xaea=xO + 6 xiei, 
a'O i·l 

Y=L Yaea=yo + t yjej • 

a.O i·1 

Then 

3 

(X,Y)c=XOJ'o+L.,XiYf, Xo'YO,XjJ'i E (£. 
i'l 

In this form of the product, its invariance group U( 4) 
is more obvious 0 
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(Ill) The bilinear form that is a quaternion can be de­
fined as 

(3.3) 

where * denotes complex conjugation (e7 - - e7). Writing 
X and Y as doubled quater:nions, 

X=Ql +e7Q2' Y=R t +e7R2, 

we have 

(X, Y)H = QtR I + Rij2. 

This product has the invariance group 80(3)0 SO(3) in­
duced by the multiplications 

and 
Q 

80(3): Q2' Rz - Q2Q, R2Q, where QQ = 1, Q E H. 

Note also that because the scalar product is not of the 
form (QtRt + Q2RZ)' the invariance group is not the sym­
plectic group Sp(2) :o:SO(5). 

(IV) The bilinear form that is an octonion is simply 
given by 

(3.4) 

The invariance group of this form is the trivial multi­
plication by ± 1. 19 

4. THE REAL OCTONIONIC HILBERT SPACE WITH 
COMPLEX SCALAR PRODUCTS 

In the next section we shall construct the represen­
tations of the poincare group over a real octonionic 
Hilbert space in such a way that the HUbert space will 
carry non-Abelian automorphism and gauge groups. We 
shall require this Hilbert space to have two essential 
features: 

(a) The Hilbert space must contain as a special case 
the standard complex Hilbert space of quantum mech­
anics with the gauge invariance group U(l). 

(b) The Hilbert space should have SU(3) as an alge­
braic automorphism group. This requires that the scalar 
products be complex in the Hilbert space. 

One can satisfy these conditions in two ways, i. e. , 
by constructing the Hilbert space over the split octonion 
algebra as was done in Refs. 6 and gor over the real 
octonion algebra which we shall give below. As stated 
in Ref. 6, the automorphism group SU(3) of the Hilbert 
space must be an exact symmetry and hence cannot be 
identified as the broken unitary spin group. Therefore, 
one ought to identify this SU(3) group with the exactly 
conserved SU(3) group of three triplet quark modelS. 6 

Now denoting the real octonionic Hilbert space by H 
we can decompose every state vector I Z) of Ii as 

7 

Iz) = JZ)o + L IZ)AeA (4,1) 
A,1 

where i Z)a (a = 0, 1, 2, . , ,,7) are vectors with real com­
ponents. The vector r Z) can also be decomposed as 
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3 

IZ)~ Iz)o+Llz)lel> (4.2) 
1'1 

where I zh (A = 0, 1,2, 3) are vectors with complex com­
ponents, 1. e., 

jz)o= jZ)o+e7 jZ)7' iZ)I= jZ)I+ e7iZ)I.s· 

The combinations of such vectors with real octonion 
coefficients also belong to the space H. If the index z 
is continuous, one can construct wavepacket states 
I F) such that 

3 

=6ifxhex, A=O, 1,2,3, 
hO 

where eo = 1 and 

where dJ.l.(z) is some measure associated with the label 
z. The corresponding bra vector will be defined as 

3 

(FI '" (fF)V ~ o(fo 1- Let l(ft 1 
1'1 (4.3) 

where 

and the super t operation denotes the usual Hermitian 
conjugation of complex quantum mechanics, 

Let I F) and I G) be two such states; then the octonionic 
bilinear product (G I F) will be given as 

3 3 

(G IF) ={o(go I-L eil(g; IH Ifo)o +.L Ifj)A} 
t~ j~ 

3 

= oCifolfo)o +6 t(ftlgl)! 
;·1 

where x(gAlfv)v is the usual complex scalar product of 
quantum mechanics. 

The complex bilinear product of these two states will 
simply be : 

or 

( G, F) '" t { (G 1 F) + ( G I F)} 

3 

(G, F) = o(go Ifo)o + L l(fl Ig/); 
1·1 

(4.5) 

From here on we shall consider only complex bilinear 
products and take as the scalar product in H this com­
plex bilinear form. Under this scalar product the states 
of the form IAhe~ and Ifv)vev are orthogonal for A'* v, 
This follows from the definition of the scalar product 
and is independent of the complex bilinear product 
\(fx Igv)v' 

Let a be a complex number belonging to the complex 
subalgebra a: generated by e7 • Then from the definition 
of the scalar product we have 
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(G, Fa) = a(G, F) = (G, F)a (4.6a) 

and 

(Ga, F) = a*(G, F) = (G, F)a*. (4.6b) 

Therefore, our scalar product is "right sesquilinear" 
in the complex field a: . However, it is not left sesqui­
linear in a: since 

(G, aF)"* a(G, Fl, (aG, F)"* a*(G, F). 

But we still have 

(a*G, F) = (G, aF), (4.7) 

and therefore one can define the Hermitian conjugate 
ftt of an operator ft acting in our Hilbert space in the 
usual way, i. e., 

(4.8) 

For a Hermitian operator H we will have 

(HG, Fl '" (G, HF), (4.9) 

and we define a unitary operator U as usual: 

(UF, UG) =(F, G). (4 0 10) 

Now, allowing only multiplications of state vectors by 
complex numbers generated by c7 , we see that the vec­
tors of the form 

{alf,),+i3lx,h}c" »-=0,1,2,3, a,{3Ea: 

form four mutually orthogonal subspaces of our Hilbert 
space under the scalar product we defined. The subspace 
generated by the elements of the form: 

alfo)o+{3lgo)o, a,{3Ea: 

corresponds to the usual complex Hilbert space of quan­
tum mechanics. This complex subspace has the gauge 
invariance group U(l) corresponding to multiplication 
of the state vectors by a phase, which leave the scalar 
product invarianL 

We shall call the automorphism group of the under­
lying composition algebra of a Hilbert space the "in­
trinsic covariance group." For the complex subspace 
the intrinsic covariance group is the cyclic group C 2 

generated by complex conjugation (c7 - - c7 ). The full 
octonionic Hilbert space has the intrinsic covariance 
group G2, the automorphism group of octonions. The 
complex conjugation (c7 - - c7 ), which is a discrete 
transformation for complex numbers, gets extended to 
an element of the group G2 •

1
6 

Now the intersection of the intrinsic covariance group 
C2 and the gauge group U(l) of the complex Hilbert 
space is the trivial identity mapping: 

C2 , U(l) = 1. 

On the other hand for the real octonionic Hilbert space 
the gauge group U(4) and the intrinsic covariance group 
G2 have a common SU(3) subgroup: 

G2 (, U(4) :eSU(3). 

To prove this, it suffices to show that an SU(3) subgroup 
of the gauge group U( 4) induces transformations which 
correspond to the SU(3) automorphisms of the octonion 
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algebra leaving an imaginary unit, in our case C7, 

invariant. 

Consider the transformation of the complex compo­
nent vectors Ifi)i (i = 1,2,3) of the octonionic state vec­
tor IF)= Ifo)o+2:i=llfi)ici under the SU(3) group: 

(4.11) 

where Uij is the 3 x 3 special unitary matrix taken over 
the complex field a: generated by c7 • This transforma­
tion induces the mappings 

) i ) , ') I ')' , SU(3: IF -IF = fo)o+u Uiilfj)jc i, 
i ,i 

SU(3): iG)-IG')= Igo)o+,0 Uijigj)jc j , 

iii 

which leave the complex scalar product invariant, i. eo, 

(G', F') = (G, F), 

and hence belong to the gauge group U(4). However, 
these transformations are equivalent to transforming 
the imaginary units C i as 

(4.12) 

In the Appendix we show that these SU(3) transforma­
tions (written in terms of c7 ) acting on the imaginary 
units c i correspond to the SU(3) subgroup of the auto­
morphism group Gz of octonions that leave the imaginary 
unit c7 invariant. 

Therefore, under the above SU(3) transformations the 
algebraic relations over the Hilbert space H and the 
scalar products are left invariant. The complex conju­
gation operation * is an automorphism that lies outside 
the SU(3) subgroup of Gz and induces a natural mapping 
from a representation of SU(3) to its conjugate 
representation. 

The importance of the octonionic Hilbert space with 
complex scalar products lies in the fact one has to fix 
an imaginary octonion unit in order to implement the 
unitary representations of the Poincare group over this 
Hilbert space as indicated in the next section., Another 
important property of the complex scalar product is 
that it satisfies the intermediate state decomposition 
property, Le., if IF) and IG) are two states in the 
Hilbert space, one should be able to go from one to the 
other via intermediate states that form a complete set. 
In other words we want 

«F" jG»=L«F!" 1N»«Ni, IG» 
.v 

=,0{«F', IN»«Nf, tIG» 
N 

=L«Fit 'IN»)(NI, IG)Jr (4.13) 
N 

and this is satisfied by complex scalar products but not 
by quaternionic or octonionic products. Since we shall 
consider complex scalar products, we shall only allow 
multiplication by complex numbers. 20 Otherwise one can 
go from a state to another state orthogonal to it by scal­
ar multiplication. 
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5. ONE PARTI<;LE UNITARY REPRESENTATIONS OF 
THE POINCARE GROUP OVER THE REAL 
OCTONIONIC HILBERT SPACE WITH COMPLEX 
SCALAR PRODUCTS 

Below we shall construct the one particle unitary re­
presentations of the Poincare Group over the Hilbert 
space If of the previous section. 21 For the space-time 
labels of our states we shall choose the Wigner basis, 
i. e., the Casimir operators 

!'IIP- =p .. P" and S·S 

corresponding to a definite mass and spin (m, s) and 
the operators 

P, S3 

corresponding to the 3-momentum and the third com­
ponent of spin, respectively. The general octonionic 
eigenstate of these space-time operators will be a lin­
ear combination of states of the form 

'\=0,1,2,3, (5.1) 

where complex component vectors 1m, s; p, ss)A are ei­
genstates of the Wigner basis. We shall drop the labels 
m, s from these states and label them simply as 
Ip, S3' A). Then normalizing the complex component vec­
tors in the conventional manner, i. e., 

A(p' , I )A "( ') " ,\ 0 1 2 3 ,S3 p,ss =u p-p u SS ,s3' ="" 

and denoting the complex scalar product of two octo­
nionic state vectors I F) and i G) as «F I G», we find that 

«P', s;, vip, S3' A» = o(p- p')os s,ovA' 
a' a 

v, A=O, 1, 2, 3. (5.2) 

Therefore, we see that the space-time labels do not 
form a complete set over the Hilbert space If, and one 
needs additional labels. We shall show below that these 
additional labels can be taken from the automorphism 
group SU(3) of H. 

Let us now construct the unitary representations of 
the covering group T 4®SL(2, C) of the Poincare group 
over H following Wigner. 22 We will denote the 4-vectors 
by Hermitian 2x2 matrices: 

P=PO+(I.p=(pO+p3 pl_e7
PZ) 

\P1 + e7P2 pO _ p3 
s 

=6 pJJ, (JJJ, , 

.. =0 

and consider only the case of timelike 4-momenta. Then 
under SL(2, C) 

SL(2, C): p _ApAt =p' =po, + (J. p' 

where A = exp[ e7 ( (J /2) . (w - e7v) 1 is the 2 x 2 matrix cha­
racterizing the Lorentz transformation for time like vec­
tors. The scalar product of two 4-vectors X .. , YJJ, will be 
given by 

x· t' = XJJ, y" =~Tr(xj.') =~Tr(i"y), 

where 
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3 
y=yO_(J.y=~ Y .. (JJJ" 

.. =0 

i. e., dotted matrices correspond to covariant vectors. 

Denoting the pure translations by a and elements of 
SL(2, C) by A, the group equation for T4 ®SL(2, C) reads, 
in terms of 2 x 2 matrices, as 

(5.3) 

In terms of the unitary operators Ta and LA acting in 
H, the group equations will be 

L L -L Al A2 - Al A2, (5.4) 

LATa=TAaAtLM 

where T a and L A represent the translations and S L(2, C) 
transformations, respectively. 

Then under translations To the states Ip, S3' A) will 
transform simply as23 

T. Ip, sa, ,\) = exp(e7P • a) Ip, S3' A), (5.5) 

where 

p. a=iTr(pa). 

Under the SL(2, C) transformations 

_(W(APAt »)1/2 ~ (S) 

LAlp, sa, A)- w(P) s~s Usss3 (A,P) 

x I ApAt, S~, A), (5.6) 

where US(A,p) is the (2s + 1)0 (2s + 1) unitary matrix of 
Wigner and 

w(P) = (p • p + m2)1 12. 
Unitarity of these group actions follows from the com­

plex scalar product defined and is very easy to verify. 

Since the states Ip, S3' A) have delta function normali­
zation, they do not strictly belong to the Hilbert space. 
To be rigorous, one ought to conSider wavepacket states 
of the form 

~ f cFp 1m, s ;/A' A) = S3~S 12W[p)fx(P, S3) Ip, S3' A), 

where the fA are square integrable complex functions. 

So far we have designated the eigenstates of the Wigner 
basis by iP, S3' A), where states with different A are 
orthogonal even though they may have the same space­
time properties. To distinguish between such states, we 
need additional labels. As the additional labels we can 
take the two Casimir operators and the two generators 
of the Cartan subalgebra of the automorphism group 
SU(3) of the Hilbert space. This SU(3) group will be 
called the C-spin groupS and its Casimir operators and 
Cartan subalgebra generators will be denoted by C1, c2 

and~, yc in analogy with the unitary spin SU(3). Since 
the units el , e2 , e3 transform like a triplet under the 
automorphism group, which we shall designate as SU(3)c, 
the states IP, S3' n) for n = 1,2,3 will be assigned the 
quantum numbers of an SU(3)c triplet and the complex 
states of the form Ip, S3)0= lp, S3' ,\=0) will be SU(3)c 
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singlets. Then the complex conjugated states I p, S3' n)* 
= Ip, S3)n* en, n= 1, 2, 3 will have the quantum numbers 
of an RU(3)c antitriplet. 

6. TENSOR PRODUCT STATES OVER THE 
OCTONIONIC HI LBERT SPACE AND THE C·SPIN 
GROUP 

Above we saw that for states of the form 

the SU(3) subgroup of the gauge group under which Ifi) i 
(i = 1, 2, 3) transform as a triplet corresponds to the 
SU(3) subgroup of the automorphism group of octonions 
under which the units ei transform as a triplet and vice 
versa" If all the states in the Hilbert space are of the 
form 

3 

Qllfn)il+i3.0lfi)ie;, a,/3E([, 
i=l 

then there is a complete correspondence between these 
two SU(3) groups and the Hilbert space has this SU(3) 
group as an algebraic automorphism group. However, 
if we allow, more generally, states of the form 

3 

Qlolfo)O+,0Q1I/J;liei , QI,E([ , 
i =1 

then only the Abelian subgroups of these two SU(3} groups 
overlap and the algebraic automorphism group of the 
Hilbert space becomes the Abelian group U(l}C2i UO) 
generated by the Cartan subalgebra generators r:" and 
yc of S U(3)c' Therefore, there will not be any change in 
the quantum number assignment scheme in this more 
general case. 

Let us now consider the problem of tensor products 
over the octonionic Hilbert space in this general case" 
Because the underlying division algebra is the nonasso­
ciative octonion algebra, there will be supers election 
rules for the tensor product states. First we shall di­
vide the Hilbert space into two parts, 6 longitudinal and 
transverse. 

The states of the form ~~=llj)iei' where Ij)i are com­
plex component vectors, will be called transverse and 
the states of the form If)° in the complex subspace will 
be called longitudinaL Longitudinal vectors in the Hilbert 
space will be C-spin Singlets and the transverse vectors 
If)ie; (i =0 1, 2, 3) will carry the quantum numbers of a 
C- spin triplet. Naturally the complex conjugate states 
IJ)i* e i will have the quantum numbers of an anti-triplet, 

Now consider the product of the states IJ)1 ei and 
if)i*e

i
: 

Since the right- hand side is a pure complex state, it 
must be a C-spiri singlet. However, with respect to the 
C-spin indices it is a member of a C-spin sextet. There­
fore, if we are to have a self-consistent scheme, we 
must not allow such product states over the Hilbert 
space. 24 

This example shows that the underlying octonion alge­
bra introduces certain superselection rules for tensor 
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product states. 1'0 understand this phenomenon better, 
recall that in a state of the form 

If»e), 

transformation properties of eA under the SU(3) auto­
morphisms of octonions induce definite transformation 
properties on the complex vector components I/)' and 
one can assign C-spin quantum numbers to e, and Ij)~ 
interchangeably. Now under a tensor product of two 
copies of the Hilbert space we do not take two different 
copies of the octonion algebra. The octonion algebra is 
taken as the underlying division algebra of all the 
Hilbert spaces we are considering. In a product state 
of the form 

the units e i , ej satisfy the multiplication rule 

whereas the complex vector components If) j and Ig)i 
do not satisfy any such rule. Since the units c j satisfy 
the above multiplication rule, the identity 

~EijmU mil = '6 Elmk U1l Ufm (6,2) 
m m,l 

derived for the 3 x 3 SU(3) matrices in the Appendix 
prevents the appearance of higher multiplets, whereas 
the complex vector components Ij)i and Ig)i do not 
satisfy such a multiplication rule and hence can combine 
to give higher multiplets. However, self-consistency 
requires that a tensor product state of the form lj)i Ig); ('. 
agree in the C-spin quantum number assignment to the 
complex vector components If) j I g)j and to the units l'k' 

This implies that all the product states in our Hilbert 
space must be either C-spin Singlets or members of a 
C-spin triplet. However, this does not imply that one 
cannot define higher C-spin tensor operators, such as 
an octet operator. What this implies is that these oper­
ators act nontrivially only on those states for which the 
resulting state is a C-spin Singlet or a member of a C­
spin triplet. 6 

7. OBSERVABLE STATES, C·SPIN GROUP AND 
QUARK STATISTICS 

The state vectors in the octonionic Hilbert space de­
compose as follows 

IF)= i F )£ + IF)T, IF)EfI, 

InL = IF)O'HL, (7.1) 

IF)T =0 jF)1c1 + iF)Zcz + IF)3 CS r=.HT' 

H =11£" fiT, 

where H £ stands for the" longitudinal" subspace of H 
spanned by pure complex state vectors and H T denotes 
the "transverse" part of the Hilbert space spanned by 
states that have components along el , ez, t\ directions 
only. Now the states inHL are commutative and asso­
ciative, whereas the states in HT are neither commuta­
tive nor associative in general. The states in H Twill 
be unobservable since the postulates for observable 
states as formulated by Birkhoff and von Neumann25 

cannot be satisfied by states having nonassociative com-
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ponents. 25-29 In fact for states having nonassociative 
and noncommutative components there is no satisfactory 
way of defining tensor product states. 6,30 

However, even though the transverse octoniDnic states 
do not correspond to observables, one can construct 
longitudinal product states from them that will corre­
spond to observables. 6-8 In other words from states of 
the form IA)=~~=1IA)iej, where IA)i transform as a 
C-spin triplet we want to construct product states that 
are C-spin singlets. Since these states are neither as­
sociative nor commutative, we consider two natural 
products that have SU(3)c as an automorphism group, 
namely, 

IA) * I B) =H IA), I B), e7 ] 

=~[(iA) I B»)e7 - IA)( I B)e7 )] 

IA) 0 I B) =M IA), I B), e7} 

=H(IA)IB»)e7 + IA)(IB)e7)] (7.3) 

where [, ,land { , , } stand for the associator and the 
antiassociator, respectively. In the next section, we 
show how the * product leads to a six-dimensional 
Malcev algebra that has SU(3)c as the automorphism 
group. For two states of the form IA)=~i IA)i ei , IB) 
= ~ i I B)lel the C-spin singlet product state will be 

3 

IA)o IB)=-6IA)ilB)l*e7 (7.4) 
i=1 

where * denotes complex conjugation (e7 - - e7 ). Similar­
ly the C-spin singlet product of three states IA), I B), 
and I C) will be given by 

(7.5) 

or 

IA) 0 (I B) * I C») = - Eijk IA)i I B)j I ct. (7.6) 

In Ref. 6, the C-spin group SU(3)c was identified with 
the exact SU(3) group of the three triplet quark models2- 5 

and transverse split octonionic quark field operators 
were constructed. The observable product states that 
can be constructed from these unobservable quark fields 
correspond to the observed unitary spin multiplets. Same 
results can be obtained using the real octonionic quark 
field operators. For this consider the transverse real 
octonionic quark field operators WI' i = 1,2,3, where 
the index i refers to the unitary spin SU(3) indices: 

3 

WI =6 q'l(x)en> (7.7) 
"=1 

where n refers to the C-spin SU(3) indices and q7(x) 
satisfy the usual anticommutation relations of a spin ~ 
fermion field, i. e., 

{q';t (x), qj(y)}xo=,o = o"mOjj o(x - y), 

{qj(x), qj'(y)} = O. 
(7.8) 

Below we shall use the Majorana representation of y 
matrices so that charge conjugation reduces to Hermitian 
conjugation: 

qj* (x) = (qj(x))C = Cqj(x)C-1• (7.9) 

The C-spin singlet (longitudinal) field operator that can 

1881 J. Math. Phys., Vol. 17, No. 10, October 1976 

be constructed from two copies of the transverse octo­
nionic quark field operator is 

3 

VIi(x) = WI 0 Wj = - L qj(x)q1"(x)e7• (7.10) 
"=1 

Acting on the vacuum with this composite field operator 
V ij(X) I 0) = - e7<P u(x) 10), where <P Ij(x) = ~ ~=1q7(x)qr"(x) 
are ordinary complex boson operators belonging to the 
singlet representation of SU(3)c and the (octet + singlet) 
representation of unitary spin SU(3). If we add also the 
suppressed quark spin indices, these states resolve 
into C-even spin-zero states and C-odd spin-one states 
inHL • 

Similarly from three copies of the transverse octo­
nionic quark fields we can construct the following longi­
tudinal field operators: 

Wtjk(X) = (w I(X) * wj(x)) 0 wk(x) 

= - Em"pqjm(x)qj"(x)qtP(x), 

Wlik(x) =wl(x) 0 (wj(x) * wk(x)) 

= - Em"pq~(x)qj(xM(x). 

(7.11) 

(7.12) 

These C-spin singlet fields acting on the vacuum create 
states which belong to the octet and decuplet represen­
tations of the unitary spin SU(3). With the suppressed 
spin indices included they belong to the correct 56-
dimensional representation of SU(6). Any combination 
of <P Ij and W Uk' wfllt will create states in H L' Thus, 
starting from transverse octonionic quark field operators 
as basic fields, we see that the only states which can be 
constructed that belong to the longitudinal subspace H L 

correspond to the observed unitary spin multiplets with 
the correct spin and statistics. By choosing different 
charge assignment schemes one can show the equivalence 
of the above scheme to various tliree triplet quark mo­
dels, such as the color quark scheme and the Han­
Nambu scheme. 6 

8. THE ALGEBRA OF COLORS 

Above we have seen that the representations of the 
Poincare group and the scalar product select a certain 
direction in the space of octonions, which we chose as 
e7 • The remaining octonion units eA (A = 1,2, ... 6) cor­
respond to the color (transverse) degrees of freedom. 6 

Automorphisms that leave the imaginary unit e7 invari­
ant form the SU(3)c subgroup of G2, under which the units 
eA transform as the (3 + 3) representation. The units do 
not close under the ordinary octonionic product or under 
the Lie product. The natural product under which they 
close is given by their associator with the fixed imagi­
nary unit e7 , i. e., defining 

eA * eB "'HeA , ea , e7 J=H(eA eB )e7 - eA (ea e7 )]. (8.1) 

From the alternativity of the associator it follows that 
this product is antisymmetric 

Designating the units ei as k i and e j +3 as ji (i= 1,2,3) 
we find that 

jj * h = Ejj0k, 

k j * k j = - E1i0k, 
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j, * k j = - (ljkkk' 

These algebraic relations look extremely similar to the 
Lie algebra of SO(4), 

[Lj,L j ]=- E'JkLk, 

[K"Kj ]=- (IJkLk , 

[L" KJ 1 = - (jjkKk, 

or to the Lie algebra of SO(3, 1), 

[L I> L] = - (jjkL., 

[K "Kj 1 = (lJkL., 

[L />K j ]=- ('j~k' 

(8.3) 

(8.4) 

However, there is a fundamental difference between the 
algebra defined above and the Lie algebras of SO(4) or 
SO(3, 1), namely that the former is not a Lie algebra 
since the Jacobi identity is not satisfied. Yet the 
Jacobian 

J(eA , eB , ee) '" (eA * eB) * ee + (ee * eA ) * eB 

+(eB*ee)*eA (8.5) 

is an alternating function of its arguments and hence this 
algebra with an antisymmetric product and an alternat­
ing Jacobian is a six-dimensional Malcev algebra. 31 

While the above Lie algebras have the automorphism 
groups SO(4) and SO(3, 1) respectively, this six-dimen­
sional Malcev algebra has the automorphism group 
SU(3). 

Since the elements of this six-dimensional Malcev 
algebra correspond to the color degrees of freedom of 
the color quark scheme, 6 we will call it the "algebra of 
colors." Its automorphism group will be the color (C­
spin) group SU(3)e' The units eA themselves are not 
color eigenstates. The color eigenstates are the split 
octonion units u l =~(ej + ie/+3) and ut =He j - ie,+3) (i 
= 1,2,3), which transform as the 3 and "3 representation 
of SU(3)e, respectively. Taking as the product of two 
split units, their associator with the unit ie7, we find 
that the color algebra takes the form 

Uf v uj = - EijkUk, i,j, k = 1,2,3, 

u j v uj = 0, 

where 

ACKNOWLEDGMENTS 

(8.6) 

The main results of this article were obtained as part 
of my thesis work at Yale University. I would like to 
express my deep gratitude to my adviser Professor F. 
Gursey for his invaluable suggestions and encourage­
ment. I thank Professor L.A. Radicati for the hospi­
tality extended to me at Scuola Normale Superiore where 
part of this work was done. Finally I thank Professor K, 
Bleuler for his hospitality in Bonn and the Alexander 
von Humboldt Foundation for the granting of a fellowship. 

1882 J. Math. Phys., Vol. 17, No. 10, October 1976 

APPENDIX: A NEW FORM OF THE SU(3) 
AUTOMORPHISMS OF THE REAL OCTONION 
ALGEBRA 

In a previous publication, 16 it was shown that a basis 
of the split octonion algebra can be chosen as follows: 

Uo =~(1 + ie7), uj =~(ej + ie/+3) =Hl + ie7)el , 

ut =Hl- ie7), ut =Hej - ie/+3) =~(1- ie7)e/, 

i = 1,2,3, 

where the imaginary unit i commutes with all eA (A 

(Al) 

= 1, .. " 7). From the multiplication rule for e A it fol­
lows that 

U~=Uo, U,Uo=O, uoul=u j , 

ut 2 =ut, ujut=Uj, utUj=O, (A2) 

together with the identities obtained by the conjugation 
(i--i). 

Under the SU(3) subgroup of the automorphism group 
G2 that leaves the imaginary unit e7 (or equivalently the 
idempotents Uo and ut) invariant the units u j and ut (i 
= 1,2,3) transform like a triplet and an anti-triplet, 
respectively, 16 

SU(3); 

3 

Uj -u; =6 Uij(- i)uh 
j=1 

3 

ut-ui' =6 U1j(i)uj, 
j =1 

(A 3) 

where U(- il is the complex conjugate of the matrix 
U(i). However, from the multiplication rule for eA it 
follows that 

e7uk = - iuk, e7u: = iut. 

Therefore, the above equations can be written as 
3 

u: =~ (1 + ie7)e~ = L Ujj (e7 )uj 
j=l 

3 

=~ (1 + ie7)'E Uij(e7 )ej , 

j=l 

3 

U1' =Hl- ie7 )e;=L Ulj (e7)uj 
J=l 

3 

=i(1- ie7)L U jj (e7 )ej , 

j=l 

which imply 

3 

SU(3): el - e; =6 U/j(e7 )ej , 

j=l 

(A4) 

(A5) 

where UI /e7 ) is the 3 x3 special unitary matrix written 
in terms of the complex unit e7 , From here on we shall 
write U jj (e7 ) simply as U jj ' 

From this new form of SU(3) automorphisms of octo­
nions leaving an imaginary unit (e7 in this case) invari­
ant, it follows that if the units e7 and ei generate a real 
octonion algebra, so do the units e7 and e; ="Z~=lUij('jO 

Using the multiplication rule 

and 
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one finds the following interesting identity for 3 x 3 spe­
cial unitary matrices Uij : 

I>-ijmU mk = L: E1mkUti Ujm, 
m m,l 

where u* stands for complex conjugate of the matrix 
U. 
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An expansion technique for representing functions localized at crystal surfaces is developed by making use 
of the Gottlieb polynomials to construct a basis set of orthonormal functions of a discrete variable (the 
integers from zero to infinity). Using these functions, it is shown that a large class of surface problems can 
be recast in the form of an eigenvalue problem involving a matrix whose elements can be obtained in 
closed form. The matrix size can be minimized by varying a parameter upon which the basis functions 
depend. As an example, the dispersion curve of a ferromagnetic spin wave localized at the (001) surface of 
an fcc crystal is calculated. 

I. INTRODUCTION 

In recent years there has been an enormous increase 
of interest on the part of physicists and chemists in the 
properties of crystal surfaces, e. g. , the crystal­
lographic structure, electronic structure, and elemen­
tary excitations of the surface region. In many investi­
gations of these properties, one arrives at a stage in 
the calculation which requires the determination of 
some function (or set of functions) which depends on a 
layer index which specifies the distance of the layer 
from the surface. Examples are the amplitudes of 
various kinds of surface excitations such as surface 
phonons, spin waves, etc., atomic equilibrium posi­
tions, and quantities associated with the electronic 
structure, to mention a few. Usually one must resort to 
numerical methods for the determination of such quan­
tities. In most cases the function of interest decays 
from some value at the surface layer to a constant value 
for layers deep in the bulk of the crystal, and numeri­
cal methods which utilize this fact are usually the most 
efficient. 

In this paper, a method is described for representing 
functions defined for the integers from zero to infinity 
by an expansion in terms of orthonormal functions of a 
discrete variable. Since these functions decay exponen­
tially, they provide a convenient basis for representing 
a function of interest which also decays, i. e. , the ex­
pansion may be truncated after only a few terms with 
negligible error. The number of terms required can be 
minimized by varying a parameter upon which the basis 
functions depend. 

In Sec. II below, a review is given of the properties 
of these orthogonal functions (the normalized Gottlieb 
functions), and in particular their use in solving a large 
c lass of surface problems is discussed. In Sec. III, 
these results are applied to a simple example, namely, 
the calculation of the dispersion curve of a ferromagne­
tic spin wave localized at the (001) surface of an fcc 
crystal. In Sec. IV, some general features of the 
method are discussed. 

II. THE GOTTLIEB FUNCTIONS 

In this section, the Gottlieb! polynomials are used to 
construct a set of orthonormal functions (Gottlieb func­
tions) of a discrete variable2 (the integers from zero to 
infinity). Several useful relations involving these func-
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tions are derived from the corresponding relations for 
the polynomials. By using these functions, it is then 
shown that systems of linear equations of the type en­
countered in many surface problems can be recast in 
the form of an eigenvalue problem involving a matrix 
whose elements can be obtained in closed form. 

The Gottlieb polynomials In(X;A) are defined! by the 
following finite difference analog of Rodrigues' formula: 

exp(- Ax)ln(X;Al= D.n{exp(_ Ax)C)~ , (2.1) 

where A> 0 is a parameter upon which the coefficients 
in the polynomials depend, D. is the operator of forward 
differences, i. e. , 

D.j(X) = j(x + 1) - j(X) , 

6 n+!j(x) = 6{6 nj(x)}, 

(2.2) 

(2.3) 

and (~) denotes a binomial coefficient. The polynomial 
In(X;A) is of nth degree in the variable x. These poly­
nomials satisfy the orthogonality and normalization 
conditions! 
~ 

L; exp(- Am)lp(m;A)Z.(m;A) = 0p •• exp(- pAl (1 - exp(- A))-! 
m=O 

(p,q=0,1,2, "00), (2.4) 

The summation in Eq. (2.4) is over all integers m from 
zero to infinity. 

Gottlieb! has derived many useful properties of these 
polynomials. We simply list some of these here for 
easy reference. An explicit form for In(X;A) is given by 

For integer arguments, a symmetry relation is given by 

exp(nA)ln(m;A) = exp(mA)lm(n;Al. 

A recurrence formula is 

(n + l)ln+! (x; A) - [(n + 1 )e-~ + n + (e-~ - 1)x]ln (X;A) 

+ ne-~l n-! (x; A) = O. 

(2.6) 

(2.7) 

The polynomials satisfy the following finite difference 
equation: 
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e-~(x + 2)A2l n(x;;\.) 

- [(1 - e-A)x + (n - 2)e-~ - (n - 1)]A1n(x;;\.) 

+ n(1 - e-A)Zn(X;;\') = 0. 

A generating function is given by 

G(x;;\';z) = 't In(x;;\.)zn 
n=O 

(2.8) 

(2.9) 

Gottlieb has also noticed a connection with the Laguerre 
polynomials in the limit ;\.-0: 

lim Zn(x/;\,;;\,) = Ln(x). (2.10) 
A-O 

For our purposes it is convenient to introduce 
orthonormal functions (Gottlieb functions) defined in 
terms of the Gottlieb polynomials In(m;;\') by 

CPn(m;;\.) '" exp(;\.n/2)(1 - e-A)1/2 exp( - ;\'m/2)ln(m ;;\.) (;\.> 0), 

(2.11) 

where m is an integer (O,,;m<co). From Eq. (2.4), we 
see that these functions satisfy the orthonormality 
condition 

"" 6 cpp(m;;\.)cp.(m;;\.) = 0p,.' (2.12) 
",.0 

The relations involving cpn(m;;\') which are analogous to 
to Eqs. (2.5), (2.6), (2.7), (2.8), and (2.9) are easily 
found to be 

cpn(m;;\.) = exp[ - ;\'(n + m)/2](1 _ e-A)1/2 

x,~ 11-"1'(;)(:) , (2.13) 

(2.14) 

(n + 1)cp n+1 (m ;;\.) - exp(;\./2)[ (n + l)e-~ + n + (e- A - 1 )mJ 

x cpn(m;;\') + nCPn_1(m;;\.) = 0, (2.15) 

(m + 2)A2CPn(m;;\.) + [em + 2)(2 - exp(- ;\./2» 

- (m + 1) exp(;\./2) + (exp(;\./2) - exp(- ;\./2»n]ACPn(m;;\.) 

+ [(m + 2)(1 - exp( - ;\./2» + (m + 1) exp(A!2) 

+ (exp(A!2) - exp(- ;\./2)n]cpn(m;;\.) = 0, (2.16) 

g(m;;\.;z)='t cpn(m;A)Zn= 6 cpm(n;;\.)zn 
n=o "=0 

= exp(- Am/2)(1 - e-A)1/2(1 - exp(A!2)z)m 

X(1_exp(_A/2)z)-m-1 (iz\ <exp(-;\./2»). 

(2.17) 

We now discuss the use of the Gottlieb functions cpn(m; 
A) in obtaining solutions to a large class of surface 
problems. This class of problems is such that the equa­
tions which determine some unknown function, fo,{m) 
can be written in the form 

Uf",(m)=6 L ",a(m)fa(m), (2.18) 
a 

where L ",a(m) is a linear operator of the form 
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M N 

L (m)=b +~ c(nlEn+ 6dCnl 8(m-n)E-n 
"'~ "'S ",8 <>8 

":=1 net 
I J R S 

+ 6 6 e(nllo El +66 h Cnll 
ali mtn 0:8 

n=o 1==0 n=lZ=o 
T 

X 0m,n8(m _Z)E-l + 6 g~8l8(m - n). (2.19) 
":=1 

The subscript (]I attached to the function f serves to 
label each member in the set of unknown functions to be 
determined. Equation (2.18) thus represents a set of 
coupled equations for the unknowns f",{m) (m = 0,1,2, 
.,.). The integer variable m serves as a layer index, 
where m =:: ° denotes the surface layer and large v,alues 
of m serve to label layers deep in the interior of the 
semi-infinite crystal. In Eq. (2.19), the quantities bal!' 

c~'li, d~;, e<;r, h<;J>, and g<;i are assumed to be inde­
pendent of m. The stepping operator E is defined by 

E"f(m)=f(m + n) 

and its inverse by 

E-nj(m) = f(m - n) (n,,; m). 

The Heaviside step function is defined by 

8(z)={0, 1<0, 

1, l>-' 0. 

(2.20) 

(2.21) 

(2.22) 

The quantity n appearing in Eq. (2.18) is an eigenvalue 
of the operator L: for example, it might be the fre­
quency of a surface excitation or the energy of a surface 
electronic state. The integers appearing as limits on 
the sums in Eq. (2.19) are such that M,N,R, T>-. 1 and 
I, J, S?- 0. In most cases these integers will be finite 
and small. A simple example of such an L operator is 
given in Sec. III below. 

We now expand the unknown functions f,,(m) in terms 
of the Gottlieb functions: 

f",(m)=6A~"'l(A)cp.(m;A) (m=0,1,2, ... ). (2.23) 
.=0 

If the functions J",(m) were known, then the expansion 
coefficients A!"l(A) would be given by 

A~"l(;\.)= t J,,(m)cpq(m;A), (2.24) 
m=O 

where use has been made of Eq. (2.12). The conditions 
which J,,(m) must satisfy in order for the expansion 
(2.23) to exist have been discussed by Gottlieb. 1 As 
long as J,,(m) decays in an over-all fashion to zero for 
m - 00, then the expansion is well defined. By sub­
stituting Eq. (2.23) into (2.18) and making use of Eq. 
(2.12), we obtain the following set of equations: 

(2.25) 

where the matrix elements A!:6)(;\.) are given by 

~ 

A~:Bl(A)= 6 cpp(rn;;\.)L"8(m)cpq(m;A)~<p\L8(m)\q>. 
m=O 

(2.26) 
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Among the eigenvalues 11 of the matrix A will appear 
the surface solutions of interest. The corresponding 
eigenvectors, A, when substituted into Eq. (2.23), 
yield the desired surface solutions for f",(m). This 
same basic approach has been employed in the continu­
um limit [j(m) - f(x)] for several problems involving 
edges of crystals. 3 

In the strict sense, the matrix A is of infinite dimen­
sion. However, in most cases the parameter A may be 
chosen so that one introduces negligible error inf",(m) 
by truncating the series (2.23) after a few terms, so 
that 

qmax 

f",(m;A) '" ~ A~"')cpq(m;A). (2.27) 
0=0 

If qmax is finite, then f",(m) depends on A as is indicated 
in Eq. (2.27). It is only in the limit qmax -00 thatf",(m;A) 
is independent of A. This fact is important to remember 
in practical applications of the method. From Eq. (2.11), 
we see that the parameter A provides a rough measure 
of the rate of decay of CPn(m:A) with increasing m. Thus, 
it also measures the rate of decay of f",(m ;A), provided 
that qma:t. is fairly small. It seems reasonable then to 
choose a value of A which will mimic the expected decay 
rate off",(m) since qmax will then be as small as possible. 
This in turn leads to the smallest possible dimensions 
of the matrix A which is to be diagonalized. We return 
to these considerations later in Sec. III in connection 
with a specific example. 

By making use of Eqs. (2.26) and (2.19), the elements 
of the matrix A can be written in the form 

,\I 

A("Bl(A)=b ° +~e(n)(pIEnlq) pq ad3 PtQ cd3 

where 

n=l 

N 

+ ~ d~n;(p 1 elm - n)E-nl q) 

I J 

+.6 6 e~~ )(p 1 0m,nE1 1 q) 
n=O l:::O 

R S 

+ 6 6 h~nr(p 1 0m,ne(m _l)E-l 1 q) 
n=l 1 =0 

T 

+ 6 g~n;<J) 1 elm - n) 1 q), 
n=l 

(2.28) 

(p[Enlq) 

n (n)(n+q-p-j-l) 
=exp[-A(n+q-p)/2]j~(-1)j j \ n-1 

x exp(Aj) e(q - p - j), (2.29a) 

(p [ elm - n)E-n [ q) = (q 1 En 1 p), (2. 29b} 

(p [ 0m,nE1 [q) = cP p(n;A)cpa(n + l;,\}, (2.29c) 

(p 1 0m,n 13(m _l)E-l 1 q) = ern - [)cpp(n;A)({J7 (n -l;A), (2. 29d) 
n-1 

(p[l3(m -n)lq)=op,.- 6 cpp(m;,\)cpa(m;A). (2.2ge) 
m=O 

A derivation of Eq. (2. 29a) is presented in the Appendix. 
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III. EXAMPLE 

In this section, the method described in the previous 
section is used to determine the dispersion curve of a 
ferromagnetic spin wave localized at the (001) surface 
of a semi-infinite fcc crystal with nearest- and next­
nearest-neighbor exchange interactions between spins. 
To the author's knowledge, an exact solution of this 
problem does not exist. The following analysis thus 
provides a nontrivial and yet simple example of the use 
of the method described in Sec. II. The equations 
governing the layer-dependent spin-wave amplitude, 
S(m ), are easily obtained and have the for m 

I1S(m)=L (m)S(m), 

where 

L (m) = b + e(l) E1 + C(2) E2 + d(1) elm _ 1 )E-1 

+ d(2) elm - 2)E-2 + g(1) elm _ 1) + g(2)e(m - 2) 

(m = 0, 1 ,2, ••• ), 

with 

b == 8 - 2cp(k" ) + 5r - 2rx(k" } 

c(1) = dO) == - l/i(k" }, 

c(2)=d(2)==_r, 

gil) == 4, 

g(2)==r, 

and 

r==J/Ju 

cp(k,,) == coskxao + coskyao' 

X(k,,) == cos[(kx + k)ao] + cos[ (k x - k)ao] 

l/i(k,,) == 1 + cp(k,,) + cos[ (k x + k.lao], 

11= w/SJ1 • 

(3.1) 

(3.2) 

(3.3a) 

(3.3b) 

(3.3c) 

(3.3d) 

(3.3e) 

(3.4a) 

(3.4b) 

(3.4c) 

(3.4d) 

(3.4e) 

In these expressions, ao is the periodicity length in two 
directions parallel to the surface (x-y plane), J 1 and 
J 2 denote nearest- and next-neighbor exchange integrals, 
w is the frequency of oscillation, and k" = (k x ' k) is the 
wave vector of the spin wave. For simplicity it is as­
sumed that J 1 and J 2 in the surface region have the same 
values as in the bulk. It is easy to include any changes 
in these quantities through the constants e(nll and lI(n!) 

appearing in Eq. (2.19). 

Following the procedure outlined in Sec. II, we 
approximate S(m} by 

amax 

S(m) '" 6 Aq(,\)cp.(m;,\). 
c,p:o 

This leads to the equation 
·max 

11 (A;qma:t.)A p(A;qm:u) = 6 Apq(,\;qmax) 
Q:::O 

with 

Apq(A) = [8 - 2cp(k,,) + 5r - 2rx(k" )]op,. 

+ 4(p [e(m -l)[q) + r(p [e(m - 2) [q) 

S. E. Trullinger 
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(3.6) 
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Bulk 

Surface 

m; 
W· 

FIG. 1. Dispersion curve for the spin wave localized at the 
(001) surface of an fcc crystal (J2/Jj = O. 2). Also shown is the 
bulk dispersion curve with ~Ulk=k". The inset shows the sur­
face Brillouin zone and its irreducible segment. 

- iP(k,,)[ (p I E I q) + (q I E I p) ] 

- r[(pl E21q) + (q I E2Ip)], (3.7) 

where use has been made of Eq. (2.29b). The eigen­
values ,Q(,\; qmu) are independent of A and qmax only in the 
limit as qmax - 00. However, we shall see that a good 
choice of A will cause the lowest eigenvalue, ,Q1(A; qmax), 
to converge rapidly as qmax increases. This lowest 
eigenvalue yields the frequency of oscillation of the sur­
face spin wave lsee Eq. (3. 4e)] and the corresponding 
eigenvector yields the layer-dependent amplitude of 
the surface spin wave lsee Eq. (3.5)]. 

With the help of Eqs. (2. 29a) and (2. 2ge) the matrix 
elements Ap.(A) given by Eq. (3.7) can be obtained in 
closed form. This was done and a computer code was 
written which generated and diagonalized the nonsym­
metric (qmu + I 1 x (qmax + I) real matrix A for arbitrary 
values of ,\ (> 0) and k". The results for the lowest 
eigenvalue when r~JzlJ1=0.2 are plotted in Fig. 1, 
together with the bulk spin wave dispersion curve for 
~ulk = k". A general feature of surface spin waves4 is 
that their amplitude decays very slowly into the bulk if 
k" is close to zero (the Brillouin zone center, fl. For 
k" near the zone boundary, however, the decay can be 
quite rapid. Thus, it was expected that the optimum 
value of ,\ giving the most rapid convergence of ,Q as 
lJmax is increased would depend on k", assuming small 
values near the zone center and large values near the 
zone boundary. This was found to be the case; for k" 
close to zero, exp( - AOp !) is very close to unity, while, 
for k,,=(1T/ao, 1T/ao), exp(-Aopt )",0.02. For the latter 
case, we have shown in Table I the dependence of ,Q on 
(fmax for e-x = 0. 02. The convergence is seen to be quite 
rapid. 5 Indeed, for all k" it was found that A could be 
chosen so that ,Q was accurate to at least three or four 
significant digits with q max:5 5 which means that the 
matrix A need not be larger than 6 x 6 to obtain this kind 
of accuracy. It should be emphasized, however, that it 
is not necessary to determine AOp ! for each kll' By fixing 
e-x = 0. 5, the values of ,Q obtained are accurate to at 
least four significant digits with qmax '" 25 for aU k" 
except those very close to zero. Simply stated, this 
means that the accuracy that is lost if A* Aopt can be 
regained by increasing qmax' 
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IV. DISCUSSION 

From the discussion in Secs. II and III, we see that 
the use of Gottlieb functions leads to a very simple 
procedure for solving a large class of surface problems. 
To what extent is this procedure more efficient in a 
numerical sense than other methods which are avail­
able? The answer to this question depends on the par­
ticular nature of the problem under study. However, a 
few general remarks can be made. The most common 
method used to date for solving a variety of surface 
problems employs a slab of finite thickness (typically 
20-30 layers) to serve as a model for the semi-finite 
crystal. The primary disadvantage with the use of such 
slabs is that they must be thick compared to the decay 
length of the function of interest. Otherwise the two 
surfaces "interfere" with each other. Since the method 
described here deals directly with semi-infinite crystals 
(one surface only), it suffers no such limitation. While 
in slab calculations the size of the matrices to be 
diagonalized increases (in some cases quite rapidly) 
with slab thickness, the necessary size of the matrices 
in the present method depends only on how many Got­
tlieb functions are needed to accurately represent the 
function of interest. As we have seen in Sec. III, the 
required matrix size in the present method can be 
minimized with a suitable choice(s) of the parameter A. 

Finally, it should be emphasized that the use of Gott­
lieb functions is not restricted to the class of problems 
discussed here. Since they provide a convenient set of 
basis functions for representing decaying functions of 
integer argument, they should prove useful in other 
types of problems involving crystal surfaces as well. 6 
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APPENDIX 

In this appendix, Eq. (2. 29a) of the text is derived 
by making use of the generating function for the Gottlieb 
functions. The matrix element (p I En I q) is defined by 

(pi £Olq) =.t cpp(m;A)E"cp.(m;A). (AI) 
m=O 

By using Eq. (2.20), this becomes 

TABLE 1. Rate of convergence of )) with increasing matdx 
size (qmax+1) x (qmax+1) for k" =M (zone corner) and e-x =0.02. 

qmax nlRx=kr=7r/ar) 

1 12.20fl ~O;, 500 ]0 
2 12.192 409326 18 
3 12.190 717 G7G 48 
4 12.190 "0,, 40G 4:1 
5 12.190479 749 OR 
G 12.190 476 623 R2 
7 12.19047624320 
8 12.190476196 77 
9 12.190 476 191 06 

10 12. 1 90 476 1 90 GO 
11 12.19047619022 
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ro 

(piE"iq)= 6 'Pp(miA)'PQ(m+n;A). (A2) 
meO 

To evaluate the right-hand side of Eq. (A2), we first 
multiply both sides by s"tQ

, where sand t are indepen­
dent quantities such that 1 s 1 , 1 tl < exp( - A/2), and then 
sum over the integers p and q from zero to infinity: 

66 (p i E"i q)sPtq 

p=o 0=0 

= 6 (6 rpp(m:A)sP)( 6 rpQ(m + n;A)[Q). (A3) 
m=O p=o q=O 

By making use of the generating function [Eq. (2.17)] 
the right-hand side (RHS) of Eq. (A3) becomes 

RHS=exp(- An/2)(1- e-A)(1_ exp(- A/2)s)-1 

x(1 - exp(A/2)t)" (1- exp(- A/2)[)-"-1 

t ( ) ( (1 - exp(A/2)s )(1 - exp(A/2)t) ) m 

X moO exp - Am (1 _ exp(- ,\/2)s)(1 _ exp(- A!2)t) 

(A4) 

The geometric series is trivially summed to yield, after 
after some algebraic simplifications, 

p (1 - exp(A/2)t)" 
66 (p\E"\q)s [Q=exp(-An/2)(1_e (-A/2)t)n(1-st)· 
~o~ xp 

(A5) 

By expanding the right-hand side of Eq. (A5) in powers 
of s and t and then equating coeffiCients of sP[Q on both 

1888 J. Math. Phys., Vol. 17, No. 10, October 1976 

sides of the resulting equation, Eq. (2. 29a) is obtained. 
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Euclidean field theory. II. Remarks on embedding the 
relativistic Hilbert space 
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Starting from extensions of the Schwinger functions to a positive. symmetric linear functional on the 
Borchers algebra we give a theorem on the embedding of the physical Hilbert space as a closed subspace of 
a Euclidean Hilbert space. The case of locally LI strongly positive extensions is discussed as is the relation 
to Nelson's Markov property for Euclidean fields. 

1. INTRODUCTION 

In his abstract formulation of Euclidean quantum field 
theory, Nelson1 introduced a Hilbert space for the 
Euclidean fields as L2(S~,~, 11) where 5~ denotes real 
tempered distributions, ~ the Borel field over S ~ and 
Jl a probability measure. The relativistic theory was 
then reconstructed by embedding the physical Hilbert 
space as the L2 subspace corresponding to the sub- a 
field generated by Euclidean fields localized at sharp 
time and then exploiting time reversal invariance of 
this subspace with a Markov property for the Euclidean 
field. Hegerfeldt2 starting with a self-adjoint commuta­
tive representation of the Schwartz space S subsequent­
ly identified a more general property, "T - positivity, " 
which sufficed for the positivity condition isolated by 
Osterwalder and Schrader3 in their equivalence theorem 
for Euclidean and Wightman theories. Hegerfeldt found 
the physical Hilbert space to be the subspace on which 
T - positivity held and showed the relation between 
Nelson's Markov property for half-spaces and the re­
quirement that the T -positive operator be a projection. 
The purpose of this note is to investigate this frame­
work for the Euclidean theory which arises when the 
Schwinger functions (noncoincident arguments) have ex­
tensions as a positive, symmetric state on the Borchers 
algebra over 5. 4 To keep the notation to a minimum, 
we shall follow the conventions of Refs. 3 and 4. 

Let ~={l, Sl' 52' ... , Sn' •.• } denote a Schwinger state 
on 50 = Eb,5 ([ n), where 5 ([ n) consists of those Schwartz 
functions on R 4n vanishing with all derivatives unless 
Xi 0# x j , 1 0<; i <. js n, x = (t, x) E: R4. A pOSitive, symme­
tric extension of S, denoted extS, to the Borchers alge­
bra S = C;'nS(R4n

) ~ay be assumed to be Euclidean and (1 

invariant without loss of generality (Sec. 2, Ref. 4). 
Here e denotes the time inversion operator. The posi­
tive time- ordered subspace is S. = EBns(n<, .) for which 
s(n\,.) consists of Schwartz functions on R4n vanishing 
with all derivatives unless 0 < t1 <. t2 < ..• < t n <: 00. Our 
Euclidean Hilbert space will be HE: =5/N~, where NE 
is the Euclidean kernel and the factor-space is closed 
relative to the topology derived from extS. For f E: 5, 
let I/J([l be the corresponding coset in 1/N E and define 
the reflection operator 

Ke ~{O: = I/J( eD· (1. 1) 

Due to e invariance of ex~, Ke extends by continuity to 
a unitary self- adj oint operator on liE' The notion of 
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"T-positivity" is introduced by means of the subspace 
H.: =(1,. +NE)!NE

E and its orthogonal projection p.o 
Then defining 

P: =P.KeP.; (1. 2) 

Osterwalder-Schrader positivity, seer. Xf') '" 0 for 
t E: S., is equivalent to p", 0 and the physical Hilbert 
space, H 0' is unitarily embedded in HE as the closure 
of the range of P. Further, P is a projection only when 
H 0 consists of the invariant vectors for Ko in H •. This 
is the appropriate abstraction of Nelson's Markov prop­
erty for half-spaces. 1 Relation (1. 2) generalizes 
Hegerfeldt's T -positivity in that H. is generally a proper 
subspace of sp{ exp[icp(/)] If E: S(R~)} used in Ref. 2. More­
over since our requirements on ext5 constitute a mini­
mal setting for the Euclidean field theory appropriate 
to the Wightman axioms (we do not require the Euclidean 
field to be self-adjoint onH E), p", 0 is the Osterwalder­
Schrader positivity condition for such. These results 
constitute the work of Sec. 2. 

Section 3 specialiZes to the situation where each com­
ponent, eX~n' is locally L1 in the time variables for 
which ft. = P(S(R!)); while Sec. 4 treats further the case 
when extS is a strongly positive, symmetric, continu­
ous extension of S leading to a maximal measure4 on 
S~o For this Situation, H.=L2(5~,~., 11), where~' is 
the a field generated by the Euclidean field cp(/), f E: SCm), 
and p. is the conditional expectation. The Hopf-Chacon 
ergodic theorem allows recovery of Nelson's embedding, 
where Ii 0 = L2(5~, ~ 0' 11) with ~ll a a field localized at t 
= 0 but the sharp time fields do not necessarily exist. 
This requires also that P be a projection. Recent workS 
has shown the existence of extS for a large class of 
Schwinger functions whose behaVior near equal times 
is more singular than locally L 1 • A study of p. in this 
case would shed more light on the abstract Markov 
property and when it can be expected to hold. 

2. THE EMBEDDING THEOREM 

The Osterwalder-Schrader positivity condition 
lE2 of Ref. 3] permits the introduction of a second 
Hilbert space, H: = S./NO.R, with null space Ne< 
={[ E: s. I S( er x f) = o} and topology on the cosets v(fJ 
E:5/No-' d;ri~ed from the sesquilinear form (v(t), V(g))R 
= ~(e.[* Xgl. It is shown in Ref. 3 that H is unitarily­
equivalent to the phYSical Hilbert space of the corre­
sponding Wightman theory. Now define a linear map 
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E:II.-II by 

Eq!([): =v(O, .[ E j •. (2.1) 

The relations IIEI/!(f) IIR = exts(ef* x f)l /2 
~ IIK8iJi([)IIV21IiJi([)II~/2= IliJi([)lI E allow extension of E by 
continuity to a contraction with dense range. E* is an 
invertible contraction andll.=N(E)tBR(E*)E, N(E) is 
the null space of E and R(E*) the range of E*. Several 
facts about the mappings in (1. 1), (1. 2), and (2.1) are 
conveniently summarized at this point. 

Proposition 2.1: 

(a) E*E=P.K8P., 

(b) R{E*E)E =R(£*)E, 

(c) H. n KoH. CR(E*E), 

(d) Krf(. Ii N(E) ={ o}. 

PrOOf: For (a) notice that (v(jJ, EiJi(g)) = s(er- Xg) 

= (Ke iJi([) , iJi(K)) for /.,KEJ. •. Hence E*E=P.KeP. em a 
dense set. (b) is a consequence of N(E)J. = N(E* ElJ. 
=R(E*E)E o In (c), suppose uEH.nKrfI •. Then u=KjP.u 
=P.KeP.KeP.u=(E*E)2u, which also gives (d). 

These observations allow the embedding of H in HE 
in a manner canonical with respect to the coset spaces 
and generaliZes Hegerfeldt's result. 2 

Theorem 2.2 : H may be identified with H 0: 
=R(P.KeP.)B . 

Proof: Let E = U(E* E)' /2 be the polar decomposition 
fo E. Then U is partially isometric with initial set 
R[(E* E)1I2JE and final set R(E)R. Now notice R[(E*E)17Zr 
=N(E)J.=R(E*)E and use (b) above. 

To characterize II 0 further, the following remarks 
will be useful in which we have denoted fI _: = Krf( •. 

Lemma 2.3: The following conditions for iJi Efi. are 
equivalent: 

(a) IIE*EiJili = IliJill, 

(b) IIEI/!II = II</!II, 

(c) iJi=E*E</!, 

(d) >.jJcfi.nH_, 

(e) Ke<!;=</!. 

Proof: It is sufficient to take iJi *0 in H o' Clearly, (a) 
and (b) are equivalent since E, E* are contractions and 
(a) implies (c) since 11i/'-E*Ei/'112=21IiJili2_21IE<!;112=O. 
LetKe~)=i/'l +~'2 with 1jJ1EH., 1)2Eft~. Then 111112= IIKe<!;112 
= IIitl112 + II 1jJ2 112 = liP .KeP .1111 2 + II iJ!2112 = 111," 2 + II iJizllz and (c) 
implies (d). Finally, 1icdl.lifl_ satisfies I/! = (E*E)21/! 
so (d) implies (a). (d) and (e) are obvious. 

The special case for which P is a projection allows a 
sharper characterization of H o' 

Proposition 2.4: The following are equivalent: 

(a) flo =H.llli_, 

(b) E* is isometric, 

(c) P.KeP. is a projection ontoli o• 
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Proof: (a) implies (b) as R(E" E)E =H. Ii H _ requires 
E isometric on II (I by Lemma 2. 3(b) 0 E* isometric on 
the range of E shows for iE5., Ilv([)112==IIE*n(f)1I 2 

= (E*EI/!([), I/!([)). From this it follows that E*E-is a 
projection onto its range which is then closed, so (b) 
implies (c). Finally, (c) implies (a) as R(E* E) ~ R(E*) 
for this case and both E* and E have closed range. Let 
v cc R(E) be nonzero. Then there exists I/! c R(E* E) for 
which v = EI/! and 111/!112 = (I/!, E* EIjJ) = Ill' 112. By Lemma 
2.3, I/! Efi. nfl_. 

From these remarks, we learn that the unitary copy 
Ii G of the physical Hilbert space may be decomposed in­
to a direct sum Ii in. (1)/)'/ , where !llnv =11. Ii II _ contains 
the vacuum subspace and all vectors in II. invariant 
under the reflexion operator 0 The subspace /f! is a de­
fect space in the sense that E restricted to/rl is a strict 
contraction. Examples of generalized free fields show 
cases where IIlnv= sp{rtE }, rtE = iJi(1), and It I *{Of j 6 while 
Nelson's H -1 Euclidean field theory with Markov prop­
erty has Ii (I =fl 1n •. 

Remark: Let U(tl be a unitary representation of the 
time translations induced by Euclidean invariance of 
exts. In this notation, the self-adjoint contraction semi­
gr~p Tt on Ii given by Osterwalder and Schrader [Eq. 
(4. 6) in ReL 3] is just Tt E = E U(t), t > O. Its represen­
tation in II II is U*Tt U which becomes Nelson's original 
expression P (lU( I t I )P II, Po orthogonal proj ection on flo, 
for P.Kop. a projection. 

3. THE SUBSPACE JC+ 

A concrete realization for 110 depends upon one for 
p. which may be difficult when the Schwinger fUnctions 
are sufficiently singular at equal times. Due to the sym­
metry of ext~ it is always the case that 

(3.1) 

where s(n2) =:GJ(n~,.l, .5(;G~,.l those Schwartz functions 
which vanish with their derivatives unless 0 < t i; and no 
ti=tj for l""i<j~n. The right-hand inclusion in (3.1) 
may be strict, however. To obtain a result on fl. in 
what follows we are concerned only with the behavior of 
ext2 in the time variables so we shall assume the space 
variables have been integrated out with test functions in 
j(R3). Giveni c=:)(R4) we try to find approximants UN} 
- j. such that lim1\' _ ~II ti.>(f) - iV(f v) I: E = 0 0 Due to the ~ym-_ . _ _1 

metry of ext~ we need only 

lim eX~n.m({jn - J~ )x{gm - gv .m}) = 0 (3.2) 
.'1[-00 

for each pair of nonnegative integers n. m. Choose 
a(t) = 1, t> 1; exp(- l/t)(exp(- 1/t) + exp[ - 1/(1 - t) ])-1, 
0<.1 <" 1; 0 for t'" 0; and put aN(!l = a(Nt). Then when 

iN,n(tl, . 0 0, tn) 

with a like expression for f:N ,m' the approximants lie in 
.5(n~,J and _)(;l~), respectively. They may be chosen 
to have compact support. In the case that each ext~nis 
locally Ll in time, the limit (3.2) holds by dominated 
convergence. A slight improvement is to be had upon 
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making a more detailed calculation of this limit. Sym­
metry and translation invariance for ex~ permits re­
writing (3.2) as a Lebesgue integral of the form 

fdt1d~2 o • • d~ndl;d1/2·· ·d1/m 

XFn.m_1(~' 1;, 1/)p (- ila~l"'" - a~J 
x [Ut1, t1 + ~2' •• • ,11 + ~2 + .. 0 + ~n) - Q'N(~2) . "Q'N(~n) 

Here F n' m _1 is a continuous function, P a polynomial and 
1/i=t i -t i _1, 2 ""i""ll; l;=sl-tn; 1/j=S;-S;_l, 2"")""11, 
Each derivative may be considered separately so we ex­
amine a typical expression of the form 

(-1l·1

1
f'Jn 1 ~dtG(t)Q'~l)(t)/,k-l)(t), 

where G is continuous and f E S. For test functions for 
which fP)(O) = ° when p = 0,1, ... , k - 1 a calculation 
gives the integral as (- 1)kG(0)/,k-1l(0). Consequently, 
(3,2) holds also when the derivatives in ~i' 1/; are at 
most of order one and F n' m_1 vanishes when any Ii = t;, 
1"" i <j.<; Il +}}l, This means a singular term sin[(ti 
- t; )-1 ]/(1 i-/;l is allowed in ext:2 even though it is not 
locally L 1 • In summary, we find: 

Proposition 3. 1: fi. = ECS(m»E when each ext:2n is 
locally L1 in the time variables or in the difference time 
variables is the derivative of a continuous function van­
ishing at equal times and no derivative need be of higher 
order than one. 

As a final comment let us make contact with previous 
work1

,7 and suppose each eXt:2n is continuous in the time 
variables. Then sharp time Euclidean fields are well 
defined. Choose p E Cc~(R) with P ~ 0, suppp c [- 1, 1], 
and J p(t) dt = 1. Now form o,y(t) = Np(Nt - 1) which con­
verges weakly to the 0u distribution so as N - 00 

ext:2n(ONQ'; f1 x, o. x 0N@ fn) - ext§:(oo0 f1 x 0', x °0(0 fn), 

fi E S(R 3
), 

The coset mappings J:, /' extend by continuity as well as 
E in (2.1). Moreover ljJ(o,/o, f1 x, .. x 0u@ fn) is clearly 
invariant under P .KeP. and 

(3.3) 

4. THE SUBSPACE Jeo 
In this section, we will study the subspace h 0 for 

ext§: satisfying the regularity conditions of Proposition 
3.1. First, it is instructive to review the case when 
sharp time relativistic fields exist and define Wightman 
distributions continuous in the time with cyclicity of 
time zero fields. This is the setting of Nelson's f/_1 

theory and Simon's study of the connection with the re­
lativistic theory. 1,7 From cyclicity, Parseval's relation 
leads to a sequence {l! (k l} such that 
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for the Wightman state W related to S. The continuity 
arguments at the end of Sec. 3 and the Osterwalder­
Schrader relations [Eqs. (2.1), (2.2) of Ref. 4J imply 
wU/ il * x Ii (j l) = ext~(l!(i)* x flu J). Then in Theorem 2.2, 
U~~(fl(k J) ~ E1jJ(fl(k J) = V@(k J) with consequence that{ 1J(fl(k Jl} 

is a complete orthonormal system in fi o' Hence by (3.3), 
EJO o8 3{R3»E =11 0 =fi inv with P .KeP. the projection onto 
Ii o. 

To continue this discussion a little further, suppose in 
addition to the regularity requirements of Proposition 
3.1 that ext:2 is a strongly positive, continuous extension 
of.§ leading to a maximal measure /l on S~. Theorem 
4.3 of Ref. 4 gives Proposition 3. 1 in the form 

Ii E = L2(S~, ~, /l), Ii. = Lz(.5~, ~±, /l) 

in which ~ (~') are Borel fields generated by Euclidean 
fields <p(fJ as in Ref. 4 with jc S(R4 )(S(R!», respective­
ly. p. is now conditional expectation with respect to ~ +. 

For functions u measurable with respect to ~, Euclidean 
and e invariance of extS allow us to choose /l so that 
Keu(T):=11(8T) and 'f)allfT): =1I('f)~lT) for Tc_S~ and aCe R4 
are measure preserving automorphisms of ~. Then 
P = P .KeP + is a doubly Markovian operator on L 2 • 

In addition to ~., three other a fields play a role in 
the description of Ii u' If a{ . , . } denotes the a field gen­
erated by functions in { ... } and XA the indicator of 
the set A, these are 

~inv={A E:~' iPXA = XA}, 

Wo= ,c: ~n' 
11 3 1 

and, following McKean and Pitt, 8 the minimal splitting 
a field of~' and ~-, 

Su=a{~'glgbounded and ~- measurable). 

Conditional expection with respect to a sub- a field SB 
will be written variously as SB ( . ) = E{ . ISB}. One easily 
shows that for A E ~', A c~· II ~- if and only if P XA = Xe A' 

Consequently, 

~inv L~';- ~-.~ Su, 

General relations between the various subspaces are 
readily obtained. 

PropositioN 4.1: f; inv = L2(~inv) L L2(~+ - ~-)~h" 
c.LzCSII)· 

Proof: These inclusions are applications of almost 
everywhere convergence theorems. The Hopf-Chacon 
el'godic theory9 shows the orthogonal projection onto 
f( inv to be 

1 ~l 
limv.0 pk(.)=E{·i~invL a,e., 
;v .. oo.J. k=O 

while if u is integrable, a theorem of Burkholder and 
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chowl° implies 

E{u I ~+ (, ~-t '" lim (PKe)N u. 
N-~ 

The projection onto L2(~' '~, ~-) therefore lies in the 
closure of the range of P. The remaining inclusions are 
just a matter of using the definitions. 

Rernark; The positivity condition of osterwalder and 
Schrader now appears as Hoe L 2(5o) (see Ref. 11, pages 
104-105). 

Corollary; H 0 0:= L 2(S 0) if and only if P is a proj ection. 

Proof; When P is a projection, Proposition Z. 4 states 
f/ 0 ",H Inv' Notice that for r; bounded and ~- measurable, 
P.g",P(Keg) so So'" a{Ph I h bounded and ~+ measurable}. 
Then P a projection implies So '" ~Inv' Conversely, when 
f/ 0'" L 2(So) we find by the splitting property Pf'" P .Kef 
=So/=ffor fEho' Thus, hochlnv and P is a projection. 

The relevance for these remarks to Nelson's Markov 
property can now be readily ascertained. First, for 
completeness, let us recall several notions froml ,8 ,11 

appropriate to strongly positive extensions which are 
not necessarily locally Ll in the time variables. FoUow­
ing Pitt, 8 introduce a fields localized at sharp time but 
from the future and the past, respectively, 

~~= n~~, ~~=a{cp(j)lsuppfc{(t,x)1 O<±t<.l/nH. 
1l~1 

It is then true that 

~~=~u=~ii· 

For A EO: ~, as ext~ solves a moment problem for a 
maximal measure (Theorem 4.3 of Ref. 4), for E -·0 
there exists a polynomial P(CP(JI) ••• cp(Jn) such that 
IIXA - PI1 2 < E. Hence, 

limll XA - 1)lx)1 2 ,,; ZE + limllp - 1)I P11 2 0:= ZE 
1 - 0 t -0 

as 1)t is measure preserving and when t - 0, ext§.(P* 
x 1)tP) - ext~(P* x P). If A E ~o, then for each 11 we may 
find a polynomial P n '= L2(~n) with IIXA -Pnil 2 < l/Zn. This 
means 
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the right- hand side tending to zero with n - co. The re­
sult follows since 1)(l/n)PnE L2(~;n)' The state ex~ will 
be said to have a half-space Markov property in the 
event ~o = So and to satisfy the reflection property when 
Ke/l = 11 for /I E L2(~O)' see Ref. 11. Suppose that ext~ 
also has the regularity conditions in Proposition 3.1, 
then the Corollary to Proposition 4.1 and our discussion 
in Sec. Z implies, easily, the equivalence of the follow­
ing two statements; 

(a) P is a projection and ~inv - ~o; 

(b) ext.:? has both the reflection and half-space Markov 
properties. 

For these cases the physical Hilbert space embeds in 
L2(~) as L2(~O)' which was Nelson's original choice in 
Ref. 1. The requirement ~Inv ~~. ~o is the analog of cy­
clicity for time zero fields mentioned at the beginning 
of this section. It allows ~o to be large enough to split 
the past and future a fields. Minimality as required by 
Pitta is a consequence of P being a projection. 
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In a previous paper we began a study of the Fischer-Marsden conditions for the linearization stability of 
vacuum space-times with compact, Cauchy hypersurfaces. We showed that a space-time of this class is 
linearization stable if and only if it admits no global Killing vector fields. In this paper we derive the 
general nonlinear constraints upon the perturbations which are necessary, whenever Killing symmetries 
occur, to exclude spurious perturbation solutions. We establish the hypersurface independence of these 
constraints by relating them to the conserved integrals of the perturbation equations associated with the 
Killing symmetries of the background. As a corollary of this result, we also establish the gauge in variance 
of the nonlinear constraints. We briefly discuss the noncompact case and mention a possible application of 
our results to the study of the Hawking press of quantum mechanical particle production by black holes. 

1. INTRODUCTION 

In a previous paperl (referred to here as paper I) we 
began a study of the Fischer and Marsden2

,3 criterion 
for the linearization stability of solutions to the vacuum 
Einstein equations. A solution is said to be lineariza­
tion stable if and only if each of its linear perturbations 
is tangent to a smooth curve of exact solutions. In the 
unstable case there are always some spurious solutions 
to the associated perturbation equations which are not 
tangent to any curves of exact solutions. In paper I we 
concentrated on distinguishing the (linearization) stable 
space-times from the unstable ones. In this paper we 
consider perturbing an unstable space-time and attempt 
to distinguish the acceptable perturbations from the 
spurious oneso 

The vacuum space-times considered in the Fischer­
Marsden linearization stability theorem are those with 
compact, boundaryless Cauchy hypersurfaces. Fischer 
and Marsden consider the space of Cauchy data that can 
be defined over a compact, boundaryless three-manifold 
M and study the constraint subset of this (infinite di­
mensional) space. They apply the impliCit function 
theorem (using Sobolev manifolds of Cauchy data) to 
show that the Einstein constraint equations are lineari­
zation stable at a given exact solution provided that the 
constraint map has surjective derivative at the given 
point. Using elliptic theory they show that the deriva­
tive of the constraint map (which defines the constraints 
of the corresponding linearized Einstein equations) is 
surjective if and only if an associated adjoint operator 
is injective~ Thus, linearization stability of the con­
straint equations obtains at a given exact solution pro­
vided the associated Fischer-Marsden adjoint map has 
trivial kerneL The remainder of the Fisher-Marsden 
theorem consists of showing that linearization stability 
of a solution to the initial value equations extends to 
linearization stability of the full set of Einstein equa­
tions on a Cauchy development of the initial data. The 
corresponding result for C~ data is obtained by a regu­
larity argument from that using Sobolev spaceso 

In paper I we showed that if a vacuum space-time 
(with compact Cauchy surfaces) admits a Killing vector 
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field (4IX, then (41X induces, upon any Cauchy hyper­
surface, a nontrivial element of the kernel of the 
Fischer-Marsden adjoint map associated with that 
hypersurfaceo Linearly independent Killing fields in­
duce linearly independent elements of the kernel. We 
also showed that, when the adjoint map for some Cauchy 
surface has a kernel of dimension k> 0, there is a 
Cauchy development of this surface admitting k linearly 
independent Killing vector fields. Thus, for vacuum 
space-times with compact Cauchy surfaces, the occur­
rence of a Killing vector field precludes linearization 
stability and so guarantees the occurrence of spurious 
solutions to the corresponding linearized Einstein 
equationso We wish to here characterize these spurious 
solutions of the perturbation equations. tt 

We shall first derive general formulas for the addi­
tional, nonlinear constraints upon the perturbations 
which are necessary, whenever Killing symmetries oc­
cur, to exclude spurious perturbation solutions. This 
derivation follows the same pattern set by Brill, 4 Brill 
and Deser, 5 and by Fischer and Marsden3 for the spe­
cial cases discussed belowo Next we shall apply an ar­
gument due to Taub6

,7 to show that for each independent 
Killing vector field of the space-time there is a con­
servation law for the associated gravitational perturba­
tions. The main result of this paper will be to show that 
the nonlinear constraints upon the perturbations, nec­
essary to exclude spurious solutions, are equivalent to 
the requirement that each conserved quantity must be 
constrained to vanish o 

In showing that the additional nonlinear constraints 
upon the perturbations are conserved quantities, we 
establish the hypersurface independence of these addi­
tional constraintso This result therefore will exclude 
the possibility that perturbed initial data which seems 
allowed on one hypersurface could propagate to induce 
a spurious perturbation on a different hypersurfaceo 
An important corollary of our result is that the non­
linear constraints are gauge invariant and so are iden­
tically satisfied for any pure gauge perturbationo The 
nonlinear constraints restrict only those nontrivial 
perturbations towards space-time distinct from the 
given one. 
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In the original study of linearization instabilities in 
general relativity Brill,4 and later Brill and Deser, 5 

treated the special case of a flat space-time with com­
pact, flat Cauchy hypersurfaces. They derived several 
nonlinear restrictions upon the perturbations which 
were necessary to exclude spurious perturbations of 
the given, flat space-time. Fischer and Marsden then 
proved the general result described above relating lin­
earization stability to an injective adjoiRt map. 2 They 
then derived two necessary conditions for an injective 
map. For a Cauchy hypersurface having first fundamen­
tal form g and second fundamental form II they require: 

(i) if k = 0, then g is not flat, and 

(ii) there is no nonzero vector field X such that L xK 

=0£»)<=0, wheretx signifies the Lie derivative with 
respect to X" When either of these necessary condi­
tions fails to hold one must impose additional nonlinear 
constraints (derived by Marsden and Fischer)3 upon the 
perturbations" The nonlinear constraints derived by 
Brill and Deser and by Fischer and Marsden are special 
cases of the general constraint derived in Sec" 2, 

To obtain this generalized form of the nonlinear con­
straints we use the main result of paper I which states 
that the adjoint map for a compact Cauchy hypersurface 
has nontrivial kernel if and only if the initial data allows 
a (vacuum) Cauchy development with one or more inde­
pendent Killing vector fields, The dimension of the ker­
nel is equal to the number of independent Killing fields 
which occur. Section 3 applies the argument of Taub6 ,7 

to derive the conservation laws for the gravitational 
perturbations when Killing symmetries are present. 
Section 4 proves our main result that the nonlinear con­
straints of Sec. 2 are equivalent to the requirement that 
the conserved quantities of Sec. 3 must vanish in order 
to exclude spurious perturbations. Gauge invariance 
is discussed in Sec. 5. 

In Sec. 6 we briefly discuss how our conclusions must 
be modified when noncompact, asymptotically flat, 
Cauchy hypersurfaces are considered, The occurrence 
of certain boundary integrals, absent in the compact 
case, alter the conclusions regarding linearization 
stability, even when Killing vector fields are present. 
The conserved quantities are no longer necessarily con­
strained to vanish but their values must be matched by 
boundary integrals which involve the second order per­
turbations, Depending upon the type of Killing field 
considered, the boundary integrals can represent sec­
ond order corrections to the energy, momentum or 
angular momentum of the perturbed spacetime. Some 
possible applications of this result to the perturbations 
of black hole s are briefly discussed" In particular, 
we mention its possible relevance to the study of the 
Hawking process of quantum mechanical particle pro­
duction generated by gravitational collapse. 8 Our re­
sult suggests a method of computing the reaction effects 
of this particle production up to the second order of 
approximation, 

Throughout this paper we use the same notation as 
that of paper 10 Except for some sign conventions and 
other minor changes our notation is that of Fischer and 
Marsden_ 3 
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As in paper I we let M designate a fixed compact, 
oriented, C~ three-manifold without boundary and define 
the following spaces of C~ tensor fields over M: 

5 2 CS-:) = space of symmetric, covariant, second rank 
tensor fields (tensor densities) over M, 

52(5~) = space of symmetric, contravariant, second 
rank tensor fields (tensor densities) over M, 

/11 = space of Riemannian metrics of M, 

e ~(c;) = space of scalar functions (scalar densities) 
over lvI, 

Xl (xJ) = space of covariant vector fields (densities) 
over M. 

Xl(X~) = space of contravariant vector fields (densities) 
over l'vL The gravitational phase space is /11 x 5~ and its 
constraint subset C is defined by 

C = {(g, 7f) c=c/l1 x5~ I <l>(g, 7f) =O}, (1.1) 

where 

<l>:/I1 x5~ -C; xX~. (1. 2) 

(g, 7f)f- W(g, 7f), 6(g, 7f) 

where 

6 i (K, 7f) = 27f ij
l j' (1. 4) 

As before, a vertical bar signifies covariant differen­
tiation with respect to g, (detg) is the determinant of 
gij' R is the curvature scalar of g, and tr7f '" g ij 7f

ii is the 
trace of 7fo 

2. KILLING SYMMETRIES AND NONLINEAR 
CONSTRAINTS 

Let (go, 7fo) be an element of the constraint subset C 
and let w(,\,) , 7f(A», with '\'E (- 0',0'), be a smooth curve 
in ,11 x5~with (g(O),JT(O»=(;;o,7fo)' If cp(g(X),JT(A»=O, 
so that the entire curve lies in C, we have 

d1.> I -/A (g(X),7f(A» =0, 
( .\=0 

and 

(12cp I 
riA 2 (g(A) , 7f(,\,» .=0 = 0, 

etco Expressed in terms of the tangent vector (h, p) 

c T(go,rro/h x5~"'52xS; defined by 

(I ) = (dg(X) dJT(A») I 
I, f) ciA' dA '=0' 

Eq. (2,1) becomes 

D<l>(Ko, 7fo) c (h, p) = 0, 

(201) 

(2.2) 

(203) 

(2.4) 

where D<l>(go, 7fo) is the linear operator given explicitly 
by Eq. (3,2) of paper I. In terms of (h, p) and the sec­
ond derivatives (h', p') c 52 x5! defined by 

(I' ') = ((f j;\A) IP7f(:>'») II = 0 
I , J) ~/" --;-;Z--l" 

( " ( " .=0 
(2 ~ 5) 
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Eq. (2.2) becomes 

1)24> (go, lTo) • «h, p), (h, p)) + D<l> (go , lTo) • (h' , p') = 0, 
(2,6) 

where D2<l>(go, lTo) 0 ( , ) is a bilinear, symmetric map 
from (S 2 xS~) x (S 2 xS~) to c; xX~. The explicit formula 
D2 <l>(go, lTo)' ( , ) is given in the Appendix below. 

If (e>X)cc~xXl and (h',p'k S2XS~, then 

J d 3x«e, X);D<l> (go, lTo) 0 (h', p')> 
.II 

= J cPx«D4> (go, lTo) ~(e, X);(h', p')~, 
AI 

(2.7) 

where D<1>(go, lTo)* is the Fischer-Marsden adjoint map 
given explictly in our notation by Eq, (3,3) of paper 10 
Here « ; II is defined by 

«(w, k);(h' , p')» = wijh~j + kuP' ij ~ C; 

for any (w, k)~ S~ xS 2 , Combining Eq. 
(2.7) we see that 

J
AI 

d3x« e, X);D2<l>(go, lTo) • «h, p), (h, p») 

'" J AI d3x{e1)2H(go' lTo) • «h, p), (h, p») 

+ X i fl20 i(go, lTo) • «h, p), (II, p»} 

= - J d3x«D<l> (go, lTo) ~(e, X); (h', p'») 
M 

(2.8) 

(2.6) with Eqo 

for any (e, X) r=- ( ro X Xl provided (h, p) and (h', p') are the 
first and second derivatives [at (go, lTo) 1 of a smooth 
curve of solutions of the constraints, It follows that if 
D<l>(go, lTo)* has nontrivial kernel and (e,X) is a nonvan­
ishing element of this kernel, then the tangent vector 
(h, p) to any smooth curve of solutions of the constraint 
equations must obey 

(2,10) 

Each linearly independent element in the kernel of 
D4>(go, lTo)* gives rise to one such equation, Clearly no 
vector (h, p) ~ T(g "0/11 xS~ can be tangent to a curve 
lying entirely in C unless (h, p) satisfies Eq, (2,10) for 
each independent (e, X) ~ kerD<l> (go , lTo)*' 

Brill and Deser4
,5 and Marsden and Fischer3 derived 

nonlinear constraints of this type for several cases in 
which they could present explicitly a nontrivial element 
in ker D<l> (go, lTo)*' The Fischer-Marsden results (which 
include those of Brill and Deser) may be summarized 
as follows: 

(i) if lTo=O and go is flat, put (e,X)=(l,O), and 

(ii) if these exists a nonzero vector field Y E Xl such 
that-i: ygo =i: ylTO = 0, where -i: y is the Lie derivative with 
respect to Y, put (e,Xi)=(e,g~jXj)=(O, yi), 

For these cases, which are not exhaustive, Brill and 
Deser and Marsden and Fischer derived the nonlinear 
constraints explicitly. We can extend their results by 
recalling the main conclusion of paper I. 

In paper I we showed that D<l>(go, lTo)* has a nontrivial 
kernel of dimension k if and only if the initial data 
(go, lTo) admits a vacuum Cauchy development «4)g, M 
x (- E, E)) with k linearly independent Killing vector 
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fields. Each Killing field (4)X induces a nonzero element 
of kerD<l> (go, lTo)* onto the hypersurface (M,go, lTo) as its 
normal and tangential proj ections. More specifically, 
if n'" is the unit (future directed) normal field of the 
hypersurface L = (M, go, lTo) expressed in coordinates 
for which L occurs as an xD = t= constant surface and if 
we express (4) X on L as 

( ) a·. a 
4 X=- en'" - +g,'JX. ~ ox'" a J ax' , 

then (e,X) satisfies D<l>(go, lTo) !'(e,X) =0, Also, every 
element of kerD<I>(go, lTo)* extends to a Killing field on 
« 4) g, M x (_ E, E»). An immediate consequence of this 
result (Theorem 6.1 of paper I) and of Eq. (2.10) is: 

Theorem 2.1: If a vacuum space-time with compact 
Cauchy slices admits a Killing vector field (4)X which 
has normal and tangential projections (e, X) at the 
hypersurface (M,go' lTo), then a necessary restriction 
upon the perturbations (h, p) of the initial data (go, lTo) 
is given by 

J cPx« c, X);D24> (go, lTD) • «h, p), (h, p») = o. 
M 

A perturbation failing to satisfy any of these nonlinear 
constraints (one for each independent Killing field) can­
not be tangent to a curve of exact solutions of the con­
straint equations, 

It is not known whether the nonlinear constraints of 
Theorem (2,1) are sufficient to exclude all spurious 
first order perturbations. At present, however, it 
seems reasonable to conJecture that they are in fact 
sufficient. 

The nonlinear constraints discussed above are, as 
we have shown, always associated with Killing vector 
fields of the background space-time, In Sec. 3, follow­
ing an argument due to Taub, 6,7 we shall show how the 
presence of Killing fields implies conservation laws for 
the gravitational perturbation equations. In Sec. 4 we 
shall prove that the conserved quantity associated with 
each independent Killing field must be constrained to 
vanish as a consequence of Theorem (2.1). The impor­
tance of relating the nonlinear constraints to conserved 
quantities is that we thereby exclude the possibility of 
a perturbation satisfying the nonlinear constraints for 
one hypersurface but propagating to fail the correspond­
ing constraints for another hypersurfaceo 

3. CONSERVATION LAWS FOR GRAVITATIONAL 
PERTURBA TlONS 

In this section we discuss a method, due to Taub, 6,7 

for constructing nontrivial conserved quantities in grav­
itational perturbation theory whenever the background 
space-time admits a Killing vector field, The idea is 
first to construct a symmetric tensor field T",a«4)g, (4)h) 

from the background metric (4)g "a and the metric per­
turbation (4)h,,{3, which has vanishing divergence with 
respect to (4)g, As we shall show, this is always possi­
ble when (4)g obeys the Einstein equations and (4)h obeys 
the associated linearized Einstein equations, 

Given such a tensor field one obtains a conservation 
law for each Killing vector field of the background 
space-time, If (4)X obeys Killing's equations, (4)X";B 
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+ (4)Xa;", =0, and T",a is symmetric and obeys T0<6;a=O 
(where a semicolon signifies covariant differentiation 
with respect to (4) g), then we have 

(3.1) 

For the class of space-times considered here (with 
compact Cauchy surfaces) we then obtain, by a standard 
argument, the hypersurface independence (i. e., con­
servation) of 

«
4) ) - J (4) ",a 

E(4) h, L = X",T na da, x c (3.2) 

where L is a Cauchy hypersurface with unit (future di­
rected) normal field net and induced volume element da. 
In coordinates x" for which L is an ,(J = t = constant 
hypersurface, the integral may be written 

E «4)h L)=-J· [(4)X T"'O(_det(4)g)1/2}d3x (3,3) 
(4)x' c '" , 

where (det<4)g) Signifies the determinant of (4)g"a and 
(ZS x = dx1 dx2 dx3

• 

Taub derived an explicit expression for T"a«4)g, (4)h) 
for the case in which (4)g is the Minkowski metric, 6 

He has argued that one may always obtain a divergence­
free T",a«4)g, (4)h) by varying <4lg in a suitable variation­
al principle for the perturbation equations, 7 Instead of 
using a variational principle, we shall here obtain a 
suitable divergence-free T"8«4)g, (4)h) by studying per­
turbations of the contracted Bianchi identities, This 
approach is an extension of that used by Taub in Ret 6, 
and shows how T"a«4)g, (4)h) arises naturally in second 
order gravitational perturbation theory. 

It will be useful to have the following lemma, 

Lemma 3.1: Let (4)gbe a Lorentzian metric and let 
(4)h be a covariant, symmetric, second rank tensor field 
on some four-dimensional manifold (4) V. Then, for 
any point p~ (4)V, there is a neighborhood NpC (4)V of 
p and a constant CII > ° such that (4) g + A (4) h is Lorentzian 
on Np for all A ~ (- CII, Ci). 

Proof: Let Mp be a neighborhood of p which admits, 
relative to the metric (4)g, a field of orthonormal 
frames (4)X(I') (IJ. =0,1,2,3). Thus, the vector fields 
(4)X(I') obey (4)g",a (4)Xf,,) (4)X~V) =TJ(,,)(v» where 
TJ(,,)(v) =diag(-I, 1, 1, 1) is the Minkowski metric, Let 
KpC Mp be a compact neighborhood of p (eo go, the 
inverse image, in a suitable coordinate chart, of a 
closed ball in R4 which contains the image of p as an 
interior point)' Given (4)h define the (continuous) func­
tions 

on Mp and set 

r =maxsup Iy(,,)(v) I, 
(",v) Kp 

r will be finite since the continuous functions Y(I')(v) 
are necessarily bounded on the compact set K p' Now 
let Np be some neighborhood of p contained in Kp and, 
if r > 0, put Ci == 1/4L If r = 0 put Ci = 1, since the result 
is then triviaL One may now verify that (4)g"a(A) 
= (4)g"s +:\ (4)h",a is Lorentzian on Np for all :\~ (- CII, CIllo 
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To verify this explictly, consider vector fields of the 
form V= V(ilX W (i=1,2,3) defined on Np• It is easy to 
show, as a consequence of the above inequalities, that 
(4)g"a(:\)V"Va~ 0, with equality holding at some point 
only if V vanishes there. Thus the three-dimensional 
subspace spanned, at any point of N p, by the X(i> re­
mains spacelike for each of the metrics (4)g(:\) with 
1:\ 1 < Ci. Finally, verify that (4)X(0) remains timelike on 
Np for each of the metrics (4)g(:\) to complete the 
argument, • 

Remark: Geroch9 has shown that space-times admit­
ting Cauchy hypersurfaces always admit global fields 
of orthonormal frames, Even though a global frame 
field exists, however, it is not in general true that 
(4)g+:\(4)his globally Lorentzianforany 1:\1>0. The 
functions y (I') (v) might diverge as one approached an 
"edge" of (4) V and thus prevent a single choice for :\ 
working at every point of (4) V. 

NOW, let Ein«4)g) designate the Einstein tensor of a 
Lorentz metric (4)g, Ein«4)g) is defined, as usual, by 

where 

(305) 

are the components of the Ricci tensor, Ric«4)g), of 
(4)g. Let (4)g(A), with A~ (- Ci, CII) for some CII > 0, be a 
smooth curve of Lorentzian metrics on some fixed 
manifold (4)V and write <4lgo for (4)g(0). Now differen­
tiate Ein(4)g(:\)) with respect to :\, put :\ = 0, and express 
the result as 

aEin \ . -- «4) g(:\)) = D Em«4) go) • (4) h, 
0:\ ;>'=0 

(3,6) 

where 

(4)h = ~ (4lg (xl \ 
"a 0:\ "a '\=0 ' 

(3,7) 

The explicit expression for D Ein«4) g) , (4) h may be 
readily derived from the corresponding, standard result 
for the Ricci tensor, 

[DRic«4'g), (4)rzl"s=H(4)h",,;s'I' + (4)hB",,,;1J. 

-(4)h"s,,,,I'_«4)h,,");,,aL (3,8) 

If (4)go obeys Ein«4)g) =0, then 

DEin«4lgo).(4)h=0 (3,9) 

are the (first order) gravitational perturbation 
equations, 

If we differentiate Ein«4) g(:\)) twice with respect to 
:\ and set X = 0 we may express the result as 

a:~!n «(4) g(A) \ ).=0 = D Ein«4)go) . (4)k 

(3,10) 

where 

(4)k = 22 (4)g"Jl(:\) I 
"Jl- 0:\2 bO' 

(3. 11) 
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The explicit expression for 1)2 Ein«4)go)' «4)h, (4)h) may 
be derived from Eqs. (3.4), (3.8) and from the corre­
sponding, standard result for the Ricci tensor, 

[1)2 Ric «4)g) • «4)h, (4)h)] 0<6 

+ (1.(4)h" ;~ _ (4)h"~ )[(4)h + (4)h _ (4)h ] 
2 P. jJJ. ~A;B 8A:a Q.B~A 

(3.12) 

If (4)go obeys the Einstein equations and (4)h the lin­
earized Einstein equations (3.9), then 

D Ein«4) go) • (4)h = _ D2 Ein«4)go) • «4)h, (4)h) 

are the second order perturbation equations. 

(3.13) 

By perturbing the contracted Bianchi identities we 
shall show that DEin«4)go)' (4)h has identically vanish­
ing divergence (with respect to (4)gO) whenever Ein«4)go) 
=0. We shall also show that D2 Ein«4)go) • «4) h, (4)h) has 
vanishing divergence whenever, in addition to Ein«4)go) 
=0, we have DEin«4)go)' (4)h=0. Given these results 
we shall identify D2 Ein«4)go)' «4)h, (4)h) with the diver­
gence-free tensor To<8«4)go, (4) h) that we are seeking. 
The first of these results is quite well known in linear 
perturbation theory. The second is clearly necessary 
for the consistency of the second order perturbation 
equations (3.13) since, from the first result, the left­
hand side of (3.13) has vanishing divergence. 

We shall write the contracted Bianchi identities as 

v . Ein«4)g) = 0 
(4)K - , (3.14) 

where 

(3.15) 

We may evaluate the identity (3.14) on any smooth curve 
of Lorentz metrics (4)g(X) and differentiate once with 
respect to X and put X ==0. If, as we shall assume, 
(4)go=(4)g(0) obeys Ein«4)go) =0, the result Simplifies 
to 

[V (4) . (D Ein«4) go) • (4) h)]" '" [DEin«4)go) • (4) h]"6'6 = 0, 
~ . 

(3.16) 

where the semicolon signifies covariant differentiation 
with respect to (4)go' 

We have assumed that (4)g(X) is a curve of Lorentz 
metrics but we really only need to assume this locally 
in order to obtain (3.16). Let (4)go, with Ein«4)go) =0, 
and (4)h be given. At any pOint p we may, according to 
Lemma 3.1, find a neighborhood Np of p and an a> 0 
such that the curve (4)go + X (4)h is Lorentzian on Np 

for all XE (- a, a). Therefore, we can restrict attention 
to N p and apply the foregoing argument to prove that 
Eq. (3.16) holds at p. Since the choice of p is arbitrary 
we may conclude that (3.16) holds globally. 

Now, evaluate the identity (3.14) on any smooth curve 
of Lorentz metrics (4)g(X) and differentiate twice with 
respect to X and put X = O. If, as we shall assume, 
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Ein«4)go) =0 and DEin«4)go)' (4)h=0, where 

(4)go=(4)g(0) and (4)h= a (4)g(X) \ ' 
oX bO 

then the result simplifies to 

V [D Ein«4)& ) . (4)"h + D2 Ein«4)& ) • «4) h (4) h)] - 0 
(4 )go • 0 0' -, 

(3. 17) 

where 

However, it follows from preceding arguments that 
V (4) . (D Ein«4)go) . (4)h) '" 0, so that Eq. (3.17) reduces 
to go 

(3.18) 

In the above we have assumed a curve of Lorentz 
metrics (4)g(X). However, if we are just given (4) go 
and wh, obeying Ein«4)go)=DEin«4)go)' (4)h=0, we 
can still derive Eq. (3.18) by appealing to Lemma 3.1 
to ensure the locally Lorentzian character of the curve 
(4 )go + X (4 )h. For any point p, restrict to a neighbor­
hood Np and choose an a > 0 for which (4) go + X (4) h is 
Lorentzian on Np for all XE (- 0,0). Then apply the 
above argument to prove that Eq. (3.18) holds at p. 
Since the choice of p is arbitrary, Eq. (3.18) holds 
everywhere. 

Taub's result, rederived above, may thus be 
summarized as 

Theorem 3.1: If (4)g obeys the vacuum Einstein 
equations and (4) h obeys the corresponding linearized 
Einstein equations, 

DEin«4)g). (4)h=0, then the symmetric tensor field 
1)2 Ein(4g) . «4) h, (4) h) has vanishing divergence with 
respect to (4)g. 

If we perturb a vacuum space-time «4) g, (4) V) with 
compact Cauchy surfaces and a Killing vector field 
(4) X we may define the conserved quantity 

E «4)h :0)=j(4)X T 0I6«4)g (4)h)n da (4)X ' !; a , 8 (3.19) 

by setting 

(3.20) 

There is one such conserved integral for each indepen­
dent Killing vector field of the space-time. In the fol­
lowing section we shall show that the nonlinear con­
straints derived in Sec. 2, which restrict the per­
turbed Cauchy data on a hyper surface :0, are equivalent 
to requiring that E(4)X«4)h,:0) =0 for each Killing vec­
tor field (4)X of the background space-time. Combining 
that with the hypersurface independence of the integrals 
E(4)X«4) /z, :0), we shall conclude that the nonlinear con­
straints of Sec. 2 are satisfied on every Cauchy hyper­
surface if and only if they are satisfied on any single 
one. 
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4. PROPAGATION OF THE NONLINEAR 
CONSTRAINTS 

In this section we shall derive our main result which 
relates the nonlinear constraints of Sec. 2 to the con­
served quantities of Sec. 3. The nonlinear constraints 
are expressed purely in terms of the Cauchy data spe­
cified on some hyper surface L: whereas the conserved 
quantities are expressed in terms of the four-dimen­
sional tensor fields (4) g and (4) h. Our aim will be to 
show that, for any Killing field (4)X, the conserved 
integral E(4)X«4)h,~) is expressible purely in terms of 
the Cauchy data induced on ~ and the normal and tan­
gential projections of (4)X at this hypersurface. The 
connection between E(4)X(4)h,~) and the nonlinear con­
straint associated with (4)X will then be immediately 
evident. 

First we shall recall some of the main points of the 
Cauchy development problem for the vacuum Einstein 
equations and for the associated linear perturbation 
equations. Given a pair (g, rr) ~ Ii1 x S! which satisfies 
the constraints <l>(g, rr) = 0, one specifies over M a 
time-dependent, positive definite function N(x", t) (the 
lapse function) and a time-dependent vector field 
Ni(x", t) (the shift vector field). One may then integrate 
the Einstein evolution equations to determine a Lo­
rentzian metric (4)g on (4) V = (_ E, E) xM obeying Ein(4)g) 
=0. The resultant spacetime metric (4)g is expressible 
in the Arnowitt, Deser and Misner (ADM)lO form, 

ds2 = - [,'f2 - NJvildl dl 

+NJdt'ZJdxi + dxh;rttl + gijdxi)<)dxi , (4.1) 

in which the XO = t = constant surfaces are Cauchy sur­
faces for the space-time, Ni =f{ijNj and giJx", t) is the 
Riemannian metric induced on the XO = t = constant sur­
face. In these coordinates the momenta rrii(xk, t) induced 
on the xD = ( = constant hypersurfaces are given by 

(4.2) 

where k mn is the second fundamental form induced on 
these hypersurfaces, 

The Cauchy problem for the vacuum Einstein equations 
is treated extensively by Choquet-Bruhat in Ref. 11 
and by Fischer and Marsden in Ref. 12 while the ADM 
formalism is discussed in detail in Ref. 10. 

The Cauchy problem for the linearized Einstein 
equations is, of course, quite similar to that for the ex­
act equations. On some Cauchy surface (;>';,g,rr) for 
(4)g, (4) V), one specifies perturbation Cauchy data 
(It, p) c S 2 xS; satisfying the linearized constraints, 
D<l>(g, rr)· (It, p) =0. In addition one specifies perturba­
tions oN(x", t) and oNi(Xk, tl of the lapse function and 
shift vector field. Integration of the perturbed evolution 
equations determines a metric perturbation (4)h on 
(4)g, (4) V) satisfying DEin(4)g). (4)h=0. 

Now, suppose we have a Lorentzian metric (4) g "'s 
expressed in the ADM form (4.1) on (4) V = (- E, E) xM 
and let (4) h",s be an arbitrary, second rank, symmetric 
tensor field on (4) V. We shall show that, for any point 
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pr= (4) V, there is a neighborhood N;, of p and a number 
a ' > 0 such that the curve (4) g",s(i\) = (4) g",s + i\ (4) h",e is 
both Lorentzian and in the ADM form on N; for all 
i\ r= (- a', a /). In other words, we shall show that (4) g "e(i\) 
is Lorentzian and that the xD = t = constant surfaces re­
main spacelike on N~ for each i\c (- a', a'). This will 
guarantee that the ADM variables N(4)g(i\)), etc., are 
defined on N; for each of the metrics (4)g",e(i\). 

We already showed in Lemma (3.1) that, for any 
pc (4) V, there exists a neighborhood Np and an a> 0 
such that (4) g + i\ (4) h remains Lorentzian on Np for all 
i\r= (- a, 0'). Therefore we need only show that, by 
restricting to some N;c Np (with pr= N;) and some a' 
> 0 (with a i 

-'S a), we can maintain the spacelike char­
acter of the xD = t = constant hypersurfaces within 
N~. 

The surfaces labeled xD = t = constant are spacelike 
with respect to (4)g",e(i\) if and only if (4)!f0(i\) < O. Let 
pc:- (4)Vand let Np and a be given such that (4)f{(i\) is 
Lorentzian on Np for all i\r= (- a, 0'). Let Kp be a com­
pact neighborhood of p contained in Np and containing 
p as an interior point (e. g., Kp is the inverse image of 
some closed ball in R4 in some coordinate chart con­
taining p)' The function I defined by: 

I: K p xl-1C1', 1C1']-R, 

(q, i\) f- I(q, i\} = (_ (4) !f0(q, i\)] 

is continuous on Kp x l-1C1', 1a 1 and is positive definite 
on Kp for i\ = O. We shall show that there exists an 
a ' > 0 such that I is positive definite on Kp x [- a', a']. 
Suppose that no such ()I' exists. Then, for each positive 
integer n, we can find a pair (qn, i\n) r= Kp x l- a/2n, a/2nl 
such that I(qn, i\n) -'S O. The sequence of points (qn' i\n) con­
tained in the compact set Kp x [- ta, ~(lIl contains a con­
vergent subsequence which necessarily converges to a 
point with i\ = O. Let (qni' i\ni) , with i = 1, 2, .•. , be a sub­
sequence which converges to some point (q, 0). Since I is 

continuous, the sequence I(qni' i\ni) converges to I(q, 0), 
which is necessarily greater than zero. However, this 
is impossible since, by construction, each of the num­
bers I(qn;. i\ni) is less than or equal to zero. Thus there 
must exist an a ' > 0 such that I(q, i\) = l- (4)jfO(q, i\)] 
is positive definite on Kpx [- a', a /] and we need only 
choose some N~ c- Kp and containing p to complete the 
argumenL This last step is always possible since p is 
an interior point of Kp. Locally, therefore, we can 
always use the ADM variables for a curve of Lorentzian 
metrics of the form (4) g + i\ (4) h. 

A standard identity, 10 relating certain components of 
the Einstein tensor Ein(4)f{) to the hypersurface data 
(g, rr) induced upon an XO = t = constant, spacelike hyper­
surface, is given by 

NH(f{, rr) - Nioi(g, 71) =2(- det (4)g)1/2[Ein(4)g)]g, 

These equations provide the connections between the 
ADM constraint functions H(g, 71) and Oi(g, rr), and the 
normal-normal and normal-tangential projections of 
the Einstein tensor [Ein(4) g)]g onto the i = constant 
hyper surfaces 0 
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Given a metric (4)g",a expressed in the ADM form 
(4.1) on (4) V = (_ E, E) xM and a perturbation (4)h",a defined 
on (4) g, (4) V), we may apply the foregoing argument at 
any point PE (4) V to ensure that (4)g",S(X) '" (4)g",a + X 
(4)h"s is in the ADM form on some neighborhood of 
p for all sufficiently small I X I, Evaluating the identities 
(4.4) on this curve, we may differentiate twice with 
respect to X and set X=O. If we assume that (4)g(0) 
= (4)g satisfies the exact Einstein equations, Ein(4)g) 
=0, and that (4)h satisfies the perturbed Einstein equa­
tions, DEin(4)g). (4)h=0, the resulting expressions are 
considerably Simplified, In the notation of Secs. 2 and 3, 
we obtain 

NI.n2H(g, rr) • {(h, p), (h, p) + D/-I(g, rr) '(0, pI)] 

- Ni[~Oi(g, rr)' «(h, p), (h, p) + DOi(g, rr)' (0, pI)] 

in which 

N = N«4) g), Ni = (4) gal' gij = (4) gii' hij = (4) hij , 

pii= orr
ii 

«4)g(X»/ ' p'ii= o2rr~i «4)g(X))/ ' 
ax A=O ax A=O 

Terms involving aN/aX, aN/aX, and o2N/oX2 do not 
occur since these multiply factors which vanish by virtue 
of either the exact or the perturbed constraint equa­
tions, Terms involving 02(4)g(X)/OX2 vanish since 
(4) g(X) is linear in X, Notice that there is no necessity 
to distinguish (4)g"S[D2 Ein(4)g). (4)h, (4)h)]ar from 
D2 [Ein(4)g)y"']. ( 4lh, (4)h), since [for a X linear curve 
(4 Ig(X) 1 the terms by which they would differ in general 
vanish by virtue of either Ein«4 )g) = ° or D Ein(4 19) . (4)h 
=0. 

Since Eqs, (4,5) hold at any point PE (4) V, they hold, 
in particular, at every point of the xD=f=constant 
hypersurface L: on which the data (g, rr) and (h, p) are 
induced by (4)g and (4)h, NOW, suppose that the space­
time «4)g, (4) V) admits a Killing vector field (41X which, 
in ADM coordinates, is expressible as 

where n" is the unit, future directed, normal field to 
the t = constant hypersurfaces, Evaluating (4) X on the 
t = constant hypersurface (L:, g, rr) and contracting it with 
[D2 Ein(4)g). (4)h, (4)h)]<;' we obtain, by means of Eqs, 
(4.5), 

C[D2H (g, rr) , «(h, p), (h, p» + DH(g, rr) , (0, p')] 

+ gijXi[VOi(g, rr) 0 «(h, p), (h, p» + Do i(g, rr) . (0, pI)] 
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where we have used the formulas 

(4)XO=_C/N, (4)X I =Xi+(C/N)N, 

(_ det<4)g)1/2 = N(detg)1/2, n" = - o<;'N. 

We now integrate Eq, (4,8) over the hypersurface 
(L:,g,rr) and reexpress the terms involving DH(g,rr) 
• (0, p') and DOi(g, rr). (0, p'), Recalling Eq, (2,7) we 
obtain 

J d3x{CDH(g, rr) , (0, p') + XiDoi(g, rr) , (0, pI)} 
e 

= J d3x«C, X);D<I>(g, rr), (0, p'» 
e 

= I d3x«D<I>(g, rr)*, (C, X);(O, p'») 
e 

(4.10) 

The last equality follows from Lemma (4,1) of paper I. 
This lemma states that D<I>(g, rr)* 0 (C, X) = ° provided 
that C and X are the normal and tangential projections, 
onto a Cauchy surface (L:, g, rr), of a Killing vector 
field for the vacuum space-time determined by (g, rr), 
Consequently we have, upon integrating Eq. (4,8) over 
L:, 

+ XiD20 i(g, rr) , «(h, p), (h, p»} 

= + 2 Ie d3x{(detg)1/2na (4) X"[D2 Ein(4) g) 

(4) h, (4) h)]~} 

or, in the notation of Secs. 2 and 3, 

f
e 

d3x«(C, X);D2<I>(g, rr) , «(h, p), (h, pm = + 2E(4)x((4)h, L:), 

(4,12) 

This equation holds provided, as we have assumed, 
that (4)g satisfies the Einstein equations, (4)h satisfies 
the perturbed Einstein equations, (g, rr) and (h, p) are the 
exact and perturbed Cauchy data induced on L: by (41g 
and (4)h, and (4)X is a Killing field of (4)g, (4) V) with 
projections (C,X) at L:. 

As shown by Theorem (2,1), the left side of Eq. (4,12) 
must be constrained to vanish as a necessary condition 
to exclude spurious perturbations. There is one such 
condition for each linearly independent Killing vector 
field of «4) g, (4) V). It follows from Eq. (4.12) that 
E(4)X(4)h, L:) must be constrained to vanish. As shown 
in Sec. 3, however, E(4)X«(4}h,L) is a conserved 
quantity whose value is independent of the choice of 
Cauchy surface L. Thus E(4)X«4) h, L:) must be con­
strained to vanish on at least one (and therefore on 
every) Cauchy surface of the space-time «4)g, (4)V). 
It follows that, if the condition (2.10) is imposed on 
some initial surface L: and if the perturbations are prop­
agated to any other Cauchy surface (L', g', rr/), then the 
perturbation data (h', p') induced on (L: / , g', rr/) will also 
satisfy condition (2,10), In summary, we have 

Theorem (4,1): Let «4)g, (4) V) be a vacuum space­
time with compact Cauchy surfaces and a Killing vector 
field (4)X, and impose the nonlinear constraint (2.10) 
upon perturbation Cauchy data (h, p) at some Cauchy 
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surface (L, g, 1T). Then the corresponding constraint 
(2,10) will hold at every other Cauchy surface provided 
the perturbation data is propagated by the linearized 
Einstein equations, DEin(4)g) ' (4)h=O, This nonlinear 
constraint is equivalent to E(4)X(4) h, L) = 0 which holds 
on every Cauchy surface if it holds on any single one. 

This theorem assures us that a perturbation cannot 
appear acceptable on some initial Cauchy surface but 
spurious when propagated to some other Cauchy surface 
of the space-time, 

It seems reasonable to conjecture that, in addition 
to being necessary, the nonlinear constraints discussed 
above are also sufficient conditions to exclude all spur­
ious linear perturbations. However, no proof of suffi­
ciency seems yet to be known. One can, of course, ex­
tend the nonlinear constraints of Sec. 2 to higher 
order perturbation theory by differentiating 
<l>(g(>c) , 1T(>C)) three or more times with respect to >c and 
proceeding as before. But the new constraints obtained 
in this way would always seem to involve the higher 
order perturbations ang(>C)/il>cn and an1T(>C)/il>cn, with 
n " 2. Thus they would provide no additional restric­
tions purely upon the first order perturbations (h, p) 
but would instead provide the corresponding restric­
tions upon the higher order perturbations, By perturb­
ing the Bianchi identities to higher order one should 
also be able to derive conservation theorems for these 
higher order nonlinear constraints. 

5. GAUGE INVARIANCE OF THE NONLINEAR 
CONSTRAINTS 

It is well known that if (4) h is a solution of the lin­
earized Einstein equations, defined over some vacuum 
space-time (4)g, (4)V), then so is (4)ha~+(4)Ya"~ 
+ (4) YB: a for any vector field (4) Yo The special perturba­
tions (4)Y",;~+(4)Y~;",=lL(4)y (4)g)a~ (called gauge trans­
formations) represent infinitesimal coordinate trans­
formatlOns and so are physically trivial. One would 
therefore not expect such gauge transformations to 
affect the satisfaction of the nonlinear constraintso In­
deed, we shall show here that the conserved quantities 
E(4)X«4)h,~) are gauge invariant so that if E(4)x(4)h, L) 
=0 for some perturbation (4)h, then E(4)X(4)h 
+ L (4,lw (4) g, :0) = 0 also holds for any vector field (4) Yo 

To obtain this result we note that the integral 
H(4)X(4)h,L) depends upon (4)h only through its values 
and the values of its first and second derivatives at 
the hypersurface L 0 Thus if (4) h is held fixed on any 
tubular neighborhood (L eo, an open region bounded 
by two disJoint Cauchy surfaces) containing L, then 
.E(4)X(4)h,:>';) cannot change in value. Conversely, if 
we want to investigate the possible change in value of 
E(4)X(4)h, L) under some gauge transformation of (4)h, 
we need only know the transformed (4) h on an arbitrary 
tubular neighborhood of L: 0 

Suppose we could alter the value of E(4)X((4)h, L:) by 
a gauge transformation generated by some vector field 
(4) Yo This same change would be effected by any vector 
field (4) Z which agrees with (4) Yon an arbitrary tubular 
neighborhood of L:. Choose a (4) Z which agrees with 
(4) Yon some tubular neighborhood of L but which van-
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ishes on some tubular neighborhood of another Cauchy 
surface L' disjoint from Lo We then have 

E(4)X(4)h +-t (4)y (4)g, L) 

=E(4)X(4)h, L), (5,1) 

where the next to last equality follows from the vanish­
ing of (4)Z (and thuST(4)z (4)g) on a neighborhood of L:' 

and where the last equality follows from the hypersur­
face independence of E(4) (4)h, L)o We conclude that x 

E(4)X(4) h +i(4) y (4) g, L) = E(4)x(4) h, :0) 

for any (4) Y. An immediate corollary is that 

E(4»)b4)y (4)g,L)=0, 

(5.2) 

which means that pure gauge perturbations automatically 
satisfy the nonlinear constraints. 

The above results are quite reasonable intuitively. 
The set of solutions of the perturbation equations may 
be divided into equivalence classes; two solutions belong 
to the same class if and only if they differ by a mere 
gauge transformation. All the classes except for that 
of pure gauge perturbations represent perturbations 
towards space-times distinct from the given one. It is 
quite natural that the nonlinear constraints which arise 
when Killing symmetries are present only impose re­
strictions upon complete classes of perturbations. They 
do not distinguish between different perturbations with­
in the same class, since the latter are physically 
equivalenL 

In paper I we discussed the gauge transformations of 
perturbation data (h, p) induced by an arbitrary vector 
field (4) Yo In Ref. 13 we used this result to decompose 
the space of tangent vectors (h, p) satisfying 
D<l>(g, 1T) 0 (h, p) = 0 into a direct sum of two subspaces. 
One of these subspaces contains all the pure gauge 
perturbations induced at the hypersurface (L,g, 1T). The 
other subspace is, with respect to a convenient inner 
product in the tangent space T (g,r)ft/ X S~, orthogonal to 
the gauge subspace. Thus every solution of D<l>(g, 1T) 
• (h, p) = 0 can be split uniquely into two terms, 

(h,p)=(h,pL + (h,P)gauge' (5.3) 

which both separately satisfy the perturbed constraints 
and for which one of the terms, (h, P)gauge, is always 
a pure gauge perturbationo It follows from the fore­
going results on the gauge invariance of the integrals 
E(4)X(4) h, L) and the relation of these integrals to the 
nonlinear constraints (2.10), that 

with no dependence on (h, P)gau ••. This result generalizes 
that of·Brill and Deser5 who applied a standard trans­
verse-traceless decomposition to the perturbations of 
a flat space-time with compact, flat Cauchy 
hypersurfaces 0 
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6. DISCUSSION 

To this point we have only considered the perturba­
tion of vacuum space-times with compact Cauchy 
surfaces. If we consider perturbing space-times with 
noncompact Cauchy surfaces instead, then our con­
clusions must be considerably modified. For the non­
compact case the arguments of Sec, 2 no longer imply 
nonlinear constraints upon the first order perturbations, 
but instead give formulas relating the quantities 
E(4)X(4)h,~) to certain boundary integrals involving the 
second order perturbations. Since these formulas have 
some potentially interesting applications to the perturba­
tions of asymptotically flat space-times, we shall 
briefly discuss their derivation and significance here, 

It follows from Lemma (4.1) of paper I that if (g,1T) 
is Cauchy data for a vacuum space-time which admits 
a Killing vector field (4) X, then the projections (C, X) 
of (4)X onto (~,g,1T) satisfy D<l>(g,1T)*'(C,X)=O. This 
is a purely local result which does not depend upon 
compactness of ~. However, Eq. (2.7) relating 
D<l>(g,1T) to D<l>(g, 1T)* no longer holds, since the partial 
integrations give divergence terms or (equivalently) 
surface integrals over the boundary a~ of~, The gen­
eral formula is 

= Jr; d3x{ - [(detg)l /2Ch ii I i] Ii + [(detg)l /2C(h i i) Ii] Ii 

+ l(detg)1/2C 1ih
ii]u - [(detg)1/2C lih i ;] I} 

in which the right side is the integral of a pure 
divergence, 

The argument given in Sec, 2, which led before to 
nonlinear constraints upon the first order perturbations, 
no longer obtains. If one assumes a curve of exact 
solutions of the constraints, differentiates <l>(g(x), 1T(X» 
=0 twice with respect to X, contracts with projections 
(C,X) of a Killing field (4)X, and integrates over ~, 
he is left, by virtue of Eq. (6,1), with boundary inte­
grals involving the second order perturbations, 
(a 2g/ax2

, a21T/Ox2
)A'O' Thus, instead of obtaining nonlin­

ear constraints upon the first order perturbations, one 
obtains formulas relating the quantities E(4)X(4)h,~) to 
boundary integrals involving the second order perturba­
tions. One can interpret the boundary integrals at 
spatial infinity as second order changes in the asymp­
totically defined energy (timelike (4)X), momentum 
(spacelike, translational (4)X) or angular momentum 
(spacelike, rotational (4)X) of the perturbed space­
time. Thus the integrals E(4)X(4)h,~) may be thought of 
as contributions to the total energy, momentum, or 
angular momentum which results from the first order 
perturbation (4) h. 

For perturbations of black holes such as those repre­
sented by the Schwarz schild or Kerr space-times, it 
may be of interest to consider a partial Cauchy surface 
with an inner boundary a~h at the event horizon of the 
unperturbed space-time in addition to the outer bound­
ary o~= at spatial infinity, In this case, one expects to 
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relate the surface integrals over a~ II to properties of 
the perturbed (apparent) event horizon, 

One motivation for studying the effect of first order 
perturbations upon second order boundary perturbations 
is the possible application of these results to the recent­
ly discovered Hawking process of spontaneous particle 
production by black holes. Hawking" has initiated a study 
of the properties of quantized fields on certain space­
times which represent gravitational collapse and the 
formation of a black hole, He finds that a production 
of particles (field quanta) occurs for which the spec­
trum of particles escaping to infinity is that of a 
thermal distribution, It is as though the black hole 
were a body at some nonzero temperature which emits 
photons and other particles into the surrounding vacuum. 
In the initial investigations by Hawking and others, the 
reaction of this particle production upon the black hole 
was not taken into account. The perturbation results 
described above suggest a means of computing the 
reaction effects up to the second order of approxima­
tion. While we have only discussed the gravitational 
perturbations (which would become "gravitons" in a 
quantum mechanical treatment), it is straightforward 
to extend these results to include the electromagnetic 
and other standard perturbations, 

The idea would be to treat the perturbations (h ii , pi}, 
etc.) quantum mechanically and to construct operators 
modeled on the quantities E(4) «4)h,~) which represent x 
the energy or angular momentum of the quantized per-
turbations, One could then define the (second order) 
boundary integral operators through the use of the 
formulas obtained from Eq, (6,1), Even on the classical 
level the integrals E(4)X(4)h,~) are conserved only in 
the absence of energy or angular momentum flow across 
the boundaries, The Hawking process should lead to 
particles crOSSing the event horizon and modifying the 
properties of the black hole, The formalism mentioned 
above suggests a natural (perturbative) method for 
studying precisely these reaction effects upon the black 
hole. We propose to develop this treatment and its phys­
ical interpretation more carefully in subsequent work. 

APPENDIX 

The explicit formulas for D2H(g, 1T)' ((h, p), (h, p» 
and D26 i (g, 1T) ,((h, p), (h, p)} are given by 

D2H (g, 1T) 0 ((h, p), (h, p» 

+ 1T iipkl) + 2 (g g -~ ) (piipkl)} ik il - 2gijgkl ' 
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+ l.h hk11 i + h k 11 (h i hi)} 
2 k11 i i k 11 - 11k 

and 

~o i(g, rr) • «h, p), (h, p» 

- 2rrikhil(hi1lk + hklU - hikll ). 

These formulas are also useful for the construction of 
a variational principle for the linearized evolution equa­
tions o For an application to the special case of per­
turbing the Reissner-Nordstrom family of black holes, 
see ReL 140 
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Tensor spherical harmonics and tensor multipoles. I. 
Euclidean space 
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Two bases in the Hilbert space of tensor fields on the unit sphere are discussed: the tensor spherical 
harmonics and the tensor multipoles. For vector fields these two bases are related by an orthonormal 
transformation whose coefficients are shown to be Clebsch-Gordan coefficients. This remark suggests a 
method of building multipole bases for higher order tensor fields. The second order tensor multipoles are 
studied in detail as well as their relations with the symmetric ones defined by several authors for 
application to the gravitational radiation. 

1. INTRODUCTION 

Many problems of mathematical physics require a 
knowledge of bases in the Hilbert spaces of complex 
tensor fields on the unit sphere .,)2, embedded in the 
three-dimensional Euclidean space [3. In this paper, 
we describe two such bases, the tensor spherical har­
monics and the tensor n1ultipoles, and their relationship. 

The rth-order tensor spherical harmonics are built 
by coupling the scalar spherical harmonics with the ir­
reducible tensor basis of ([3)@r, through Clebsch­
Gordan coefficiepts, so that they transform according 
to a given representation of the rotation group. Of 
course for the lowest- order tensor fields this basis is 
already known: for r = 0 it is the scalar spherical har­
monics themselves; for r = 1 it is the vector spherical 
harmonics of Blatt and Weisskopff; 1 for r= 2 it is the 
tensor spherical harmonics defined by Mathews2 and 
Zerilli. 3 

Without speaking of the scalar fields for which it is 
exactly the scalar spherical harmonics, the basis that 
we call tensor multipole basis has been already consi­
dered for the first- and second- order tensor fields. In­
deed in the study of electromagnetic radiationl ,4,5 one 
has been led to consider the basis of vector fields ob­
tained by action of the vector operators r /r, r'V, and 
- ir x 'V on scalar spherical harmonics. Quite in the 
same spirit, and motivated by the work of Regge and 
Wheeler6 on gravitational radiation, Zerilli3 has built a 
basis for second-order symmetric tensors by action of 
the tensor products of the previous operators on scalar 
spherical harmonics. For both cases it has been noticed 
that the derived vectors and tensors are orthogonal lin­
ear combinations of the corresponding vector and tensor 
spherical harmonics. However the structure of this re­
lationship has not been clearly exhibited and studied in 
great detail. We shall emphasize that the coefficients of 
the linear transformation for vector and second-order 
tensor fields are actually Clebsch-Gordan coefficients. 
This remark provides a powerful tool to build multipole 
bases in the Hilbert spaces of higher-order tensor fields 
which may be useful for the description of strong inter­
actions since there exist massive bosonic states with 
higher spins. Moreover, many properties of the tensor 
multipoles can be easily deduced from those of the ten­
sor spherical harmonics. In particular it will be easily 
shown that, besides being orthonormal functions for the 
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scalar product in their Hilbert space, the tensor multi­
poles are orthogonal for the scalar product in (c 3)®r 

whereas the tensor spherical harmonics were not. 

This paper studies successively vector fields (Sec. 2), 
second-order tensor fields (Sec. 3) and arbitrary rth­
order tensor fields (Sec. 4). For each tensorial order 
we build the irreducible tensor basis of ([3)@r, the ten­
sor spherical harmonics and the tensor multipoles. 

Throughout the paper Euclidean tensors are denoted by 
bold face letters. We use the summation convention for 
repeated cartesian and magnetic quantum number in­
dices but we always write explicit summations over 
angular momentum indices. The scalar products in [3, 
[3@ [3 and ([3)QYr are denoted by a single dot ( . ), a 
double dot( :) and (~), respectively, e. g., U· v= UiVi, 

t: 6 = t jj 15 ih t(~) T = til" .ir Til ... ir' Concerning rotation 
matrices, Clebsch-Gordan coefficients (CG coefficients) 
and 6j-symbols, the reader is referred to the books of 
Wigner, 7 Rose, 8 Edmonds, 9 and Brink and Satchler. 10 

Finally, we use the short notation i = (2X + 1)1 /2. 

2. VECTOR FIELDS 

A. Spherical basis 

Consider three vectors el, e2, e3 which form a right­
handed orthonormal basis, denoted by {e}, of the real 
Euclidean space [3. In the complexification [~ of this 
space, the spherical basis associated to {e} is constituted 
by the three complex vectors e.=+(1/I2)(e,±ie2 ), 

eo = e3 • These vectors satisfy the identity (en )* 
=(-l)ne_n, where (*) means complex conjugation. They 
also verify the follOwing orthonormality, orientation, 
and closure relations 

(1) 

(2) 

(3) 

where €.mnr is the Levi-Civita tensor for the spherical 
basis (with €.+o- = 1) and 15 the identity tensor. Note that 
the tensor €.mn r can be represented by a CG coefficient 

Emnr = (- 1JY+l [2 (1m1n 11- r). (4) 

Under a rotation R of the basis {e}, the spherical basis 
vectors transform according to the representation Dl(R) 
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of the rotation group 

Ren= emDl(R);:'. (5) 

In the basis {e}, the spherical components Vn of a vector 
v are 

Vn=v' em v=vne~, (6) 

and, in the rotated basis R{e}, the components v~ are 

v~=v.Ren=vmDl(R)~. (7) 

according to the lth-order representation of the rotation 
group. For higher-order tensor fields we shall look for 
bases which have similar transformation properties un­
der a rotation of the basis. 

The product of two spherical harmonics is a scalar 
function on S"2, which can be expanded on the basis of 
spherical harmonics. The corresponding reduction 
formula is given in Appendix A, Eq. (AI). 

The second-order dual tensor of an arbitrary vector is I C. Vector spherical harmonics (Refs. 1 and 4) 
denoted by V X and defined by 

In particular, the dual tensors of the spherical basis 
vectors are 

emx= iEmn ret@ e: = i.f2 (ln1ri1m)en@ ~. 

(8) 

(9) 

The three tensors Sn = ienx can be considered as the 
spherical components of a vector operator S. They act 
on [~ by Snv= ienxv. They form a spin-one realization 
of the angular momentum operator 

(10) 

and the three vectors en are a realization of the spin­
one standard basis, in particular, 

(11) 

B. Scalar spherical harmonics 

To any vector r of [3 with spherical coordinates 
(r, e, <pi in the basis {e}, we associate a unit vector u 
= r/r, whose extremity lies on the unit sphere S2. Let 
us consider the space L ~(SZ) of scalar complex functions 
j(u) on ..<,2, square integrable (f Ij(u) 12 du < 00) with re­
spect to the usual measure du= d(cose) d<p on the unit 
sphere. It is a Hilbert space for the scalar product 

(12) 

Let L= - ir x V be the orbital angular momentum opera­
tor. An orthonormal basis of the space L ~(SZ) is the set 
of the spherical harmonics y~(e, <pi which are eigen­
functions of L2 and L3 with the eigenvalues l(l + 1) and 
m. In the following we shall denote the spherical har­
monics by y~(u, {e}) or simply y~(u) when no confusion 
is possible. Using CG coefficients, they are built from 
the spherical components of u by an iterative process 
with Y~=(41Ttl/2 

Y~(u) = [;VT (l- 1111/1nilm)y~-,l(u)un' (13) 

In particular, one has Y~(u) = (3/41T)1/2uno They satisfy 
the identities 

and the orthonormality relation 

(15) 

Under a rotation of the basis, the transformation law 
of the scalar spherical harmonics is 

(16) 

i. e., at fixed l the 2l + 1 spherical harmonics transform 
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The space L f(S2) of complex vector fields on the sphere 
..<,2, with integrable modulus squared, is a Hilbert space 
for the scalar product 

(17) 

The vector functions Y~(u)e", which are eigenvectors of 
the set of operators {L2, L 3, S2, S3}' form an orthonormal 
basis of this space 

but in a rotation of the basis {e} they transform accord­
ing to the tensor product of representations Dl@ Dl. 
Then by coupling the spherical harmonics Y~(u) and the 
basis vectors en with the CG coefficients which reduce 
this product of representations, one gets the vector 
spherical harmonics (VSH) 

yl~(U) = (1m 1nl JM)Y~(u)en (19) 

which transform according to the representation D J
, 

(20) 

Let us call J = L + S the total angular momentum opera­
tors, then the VSH are eigenfunctions of the set of oper­
ators {J2, J 3 , L2, S2} with the eigenvalues J(J + 1), M, 
l (l + 1), 2, respectively. The VSH satisfy the ortho­
normality relation 

and they also verify the identities, 

yl~(U)* = (_ l)I+J+M+ly:~(U), 

yl~(_u)=(_l)lyl~(U), 

(21) 

(22) 

(23) 

where the sign (- 1)1 is the intrinsic parity of the VSH. 
The scalar product in [~ of two VSH yl~. yl'~: is a 
scalar function whose expansion in terms of the spheri­
cal harmonics is given in Appendix A, Eq. (A2). 

For J=O one has only one VSH, yl~(U)=_ (41T)"1/2U, 
while for fixed J? 1 and M, one has three VSH, yJ ~(u) 
with parity (- l)J and yJ±l~(U) with parity (- l)J+l. The 
equation (A2) for J = J' and M = M' exhibits the geom­
etrical properties in [~ of the VSH. The symmetry of 
the CG coefficients implies that the product yl~. yl'~ 
vanishes for (_1)1 *(_1)1'. Hence the vector yJ~ is 
perpendicular to both vectors yJ±l~ but these latter are 
not mutually perpendicular 0 This drawback will be elim­
inated in the following basis that we shall build. 
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D. Vector multi poles (Refs. 1,4,5, and 10) 

The study of electromagnetic radiation leads to the 
basis of the vector multipole (VM) defined by action of 
the operators u, r'il, and L on the scalar harmonics, 
and called "longitudinal electric, transverse electric, 
and transverse magnetic" respectively, 11 

EL ~(u) =uY~(u), 

[ ~(u) = [J(J + 1) ]-1/2r'ilY~(u), 
T 

tnT ~ (u) = [J(J + 1) ]-1 /2 LY~(u) 0 

(24a) 

(24b) 

(24c) 

By construction, the VM are orthonormalized vector 
functions for the scalar product (21) of the space L flS 2

), 

they are pairwise orthogonal vectors in [~, and they 
have a well-defined parity. Their names follow from 
the geometrical properties of the VM in [~ and from 
their parities. A multipole is "electric" (resp. "mag­
netic") if its intrinsic parity is (- I)L.1[resp. (- I)L] 
and it is "longitudinal" (resp. "transverse") if it is 
proportional (resp. perpendicular) to the vector u. In 
other words, the longitudinal VM is orthogonal to the 
sphere .52 while the transverse VM are tangent to this 
sphere. 

An interesting remark is that the 3 VM are ortho­
normal combinations of VSH with the same parity, the 
coefficients being CG coefficients, cf., Appendix Eqs. 
(B 1), (B2), (B3). This suggests the new notation XIL ~ for 
the VM, and the new definition12 

Xo~(u) O:[L ~(u) = 2]([ /J)(10lO I JO)yl~(U), 
I 

(25a) 

X_1~(U) =-ET ~(u) = ~{[1- (- 1)I·J]/v'2}(f /J) 
I 

x (l1lO I Jl)yl~(u), (25b) 

X.1~(U) =-tn ~(u) =2]{[1 + (_I)I+Jl!v'2}(1 /J) 
T ! 

x (11lO I Jl)yl~(u). (25c) 

With this notation, the properties of the VM are easily 
written down, e. g., the orthogonality in [~ reads 

XIL~ • X~,~ = OIL" .E IL (41T)-1 /2 Z) (J2 /k) 
k 

X(JIJ. J - iLl kO>(JMJM I ku) Y~(u), (26) 

where E. = Eo = + 1 and E_ = - 1. By using analytic ex­
pressions of the CG coefficients, the change of functions 
from the VSH to the VM can be written as the rotation 

(27) 

Under a rotation, the VM transform according to a 
representation n J

, i. e., they are eigenvectors of the 
operators J2 and J 3 with the eigenvalues J(J + 1) and M. 
They are also eigenfunctions of S2 but not of L2. Let 
Su =- iuX the component of the spin one, operator S along 
u. Then the VM satisfy 

SuXo~(U) = 0, 

su[x.d~(u) ± X_1~(U)] = ± [X.1~(U) ±X_1~(U)], 
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(28a) 

(28b) 

i. e., Xo is eigenvector of Su with the eigenvalue 0 while 
X,. are orthogonal combinations of the two eigenvectors 
of Su associated to the eigenvalues + 1 and - 1. 

3. SECOND-ORDER TENSOR FIELDS 

A. Second-order tensor spherical basis (Refs. 3 and 10) 

The spherical basis of the space [~0 [~ is composed 
of the nine tensors t;,(j = 0, 1,2; n = - j, ... , + j) built by 
reducing the tensor product of the basis vectors with 
CG coefficients 

(29) 

For given j, they transform according to a representa­
tion DJ in a rotation R of the basis {e} 

(30) 

This transformation law implies that the tensors t;, de­
scribe the states of a spin j system. By using explicit 
values of CG coeffiCients, Eq. (29) gives 

t~ = (1/Y3)(e.0 e_ + e_ 0 e+ - eo0 eo), 

fo= (1/V'Z)(e.0 e_ - e_0 e.), 

t!1 = (± 1/,(2) (e,. 0 eo - eo0 e,.), 

t~ = (1/I6)(e.0 e_ + e_0 e. + 2eo0eo), 

t;1 = (1/v'2)(e,.0 eo + eo0 e,.), 

(31) 

Let us study some properties of these tensors. They 
satisfy the identity 

(~)* = (- l)J+nt::n (32) 

and the orthonormality relation 

t;,* : tt,: = DwDnn" (33) 

The tensors t~ and t; are symmetric, while the tensors 
~ are antisymmetric and dual of the vectors of the 
spherical basis, see Eq. (9), t~= (l/iV'Z)enx • All tensors 
but t~ have a vanishing trace 

tr(t;,) =- <5 : t;,= - Y3<5jo <5 no , (34) 

and the closure relation (3) implies that t~ = - (1/Y3)<5. 

Note that the saturation of a tensor t;, by u0 u vanishes 
for j = 1 and is proportional to the spherical harmonics 
Y~(u) for j = 0, 2 

t;,: (u0 u) = (ffi/J)(1010 IjO)Y~(u). (35) 

B. Second-order tensor spherical harmonics (Refs. 2 and 3) 

The space L ~(j2) of complex second-order tensor fields 
on the sphere.)2, with integrable modulus squared, is 
a Hilbert space for the scalar product 

(36) 

As for the vector fields, the second-order tensor 
spherical harmonics (TSH) are built by coupling the ten­
sors of the spherical basis and the spherical harmonics 
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through CG coefficients 

yZj~(u) = (/mjn I JM) y~(u)t,;. (37) 

By construction, the TSH transform according to a re­
presentation D J in a rotation, and they form an ortho­
normal basis of L ~(y) 

The TSH satisfy the identity 

yZj~(u)* = (_1)Z+j+J+MyZ~~(U) 

and they have the parity 

(38) 

(39) 

(40) 

For fixed values of J? 2 and M, there are nine ten­
sorial harmonics which can be divided in three classes 
according to the value of j. 

(i) j = O. There is one TSH for l = J which is propor­
tional to the identity tensor 

yJ O~(u) = _ (1/V3) yt(u) o. (41) 

(ii) j = 10 There are three TSH for 1 = J, J ± 1 which 
are antisymmetric and dual tensors of the VSH 

yZl~(u) = (l/il2)yZ~(u)x. 

(iii) j = 2. There are five TSH for 1 = J, J ± 1, J ± 2 
which are symmetric and have a vanishing trace. 

(42) 

By action of the operators u®, rV@, L® on the VSH, 
we get -linear combinations of TSH involving CG coeffi­
cients and 6j symbols. These expressions are given in 
Appendix B, Eqs. (B4), (B5), (B6). 

To study the geometric properties of these nine TSH 
consider their scalar product in the space t~0:Y t;, given 

in Appendix A, Eq. (A3). This equation shows that the 
TSH with different j or opposite parity are orthogonal, 
but the TSH with the same j and parity are not ortho­
gonal. Therefore in the following subsection we define 
the basis of tensor multipoles which form an orthonormal 
set of L ~(52) and also an orthogonal set in t;0:Y t~. 

C. Second-order tensor multi poles 

To define a set of tensor multipole (TM) which form 
an orthogonal set in the space t;2i t;, Zerilli2 follows 
the same procedure as for the vector fields. He applies 
tensor products of the operators u, V, L on the spherical 
harmonics, and he takes appropriate combinations to 
obtain an orthogonal set. We shall follow another way; 
the generalization of Eqs. (25) for second-order ten­
sors provides us with a method to build TM as ortho­
normal combinations of the TSH with the same j and 
parity. Our TM are denoted by X~JM(U), (]= 0,1,2; Il 
= - j, ... , + j) and they are defined by 

X~ ~(u) = 'E(f /})(jOIO I JO)yZj~(u), (43a) 
Z 

X~,,£(u) = 'EU 1 ± (- 1) Z+J 1/v'2l- 0 IllO I JIl)YZj~(u), 
Z 

iJ ~·o. (43b) 

The orthogonality of the CG coefficients allows us to 
show that the change from the TSH to the TM is an or­
thogonal transformation. This transformation is made 
explicit with analytic values of the CG coefficients in 
Table 1. 

By construction the TM transform according to a 
representation D J under a rotation, and they form an 
orthonormal basis of the space L ~cs 2) 

(44a) 

TABLE 1. Relation between the tensor multipoles and the tensor spherical harmonics. (The indices J and Jv1 and the u dependence 
are omitted.) 

x~=yJO, x+l =yJl 

(:~,) ( [;J',,, r [2/' ,] 'II ) ( YH") 
__ __ yJ_l1 [ J T2lJ + 1 y2 
2J+l 2J+l 

c~,) ( ~ [ ~r[J~1r) ( Y'.") 2J+2 2J+l 

[:J-+1J/2 [{/+21J1I2 yJ_12 

X;2 [ J(J-1) J/2 
2(2J + 1) (2J +3) 

[3(J -1)(J+2)T/ 2 
(2J -1) (2J + 3) 

l (J+1)(J+2) l/2 
2(2J-l)(2J+3) 

yJ+22 

X;l [ 2J(J+2) ]1/2 
- (2J + 1)(2J + 3) [ 3 r2 

(2J - 1) (2J + 3) 
[2(J+1)(J-1) J1I2 

(2J-1) (2J+3) 
yJ2 

~ 
[ 3(J+l)(J+2) l/2 

2 (2J + 1)(2J + 3) 
[ J(J +1) l/2 

- (2J-1)(2J+3) 
[ ~lJ(J - 1) ~1/2 
2(2J-l)(2J+3) 

yJ_22 
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T ABLE II. Construction of the tensor multipoles by action of 
the operators u0, rV0, and L0 on the vector multipoles. 
(The indices J and M and the u dependence are omitted.) 

xl, =J2[J'" + l)j-1/2[rV - u)0X.d a 

x,1 =J2[(J -1) (J +2)]"1/2[ (rV +u)0X_d S 

X.;£ = [2 '" - 1) '" ~ 2)j-1/2[L0 X.I + (rV + 2u)0 X_tls 

X:1 =/2[u0X.tls , X_\ =-!2[u0~d a 

x.; =/2[u0X_dS , X.\ =12 [U0X_da 

[ jS and [j a mean symmetric or antisymmetric part. 

while for fixed values of J and M, they are orthogonal 
in the space {~0 (~ 

X~~I/(u) : X~·.~(u) 

= ° jj' 0"" .E~ (41[)-1/26 (J2 /kA) (JIlJ - III kO) 
k 

x (JMJM 11m) y;'(u) , (44b) 

where E~ = (- l)j for Il = 0, (- 1)" for J1 > 0, and (_ 1),,·1 
for Il < O. Like the TSH, the TM have a well defined 
parity 

xt(-u)~=(-l)J'jX~(u)~, 

X~" (- u)~ =± (- WX~" (u)~. 

(45a) 

(45b) 

We note that the product of a TMby the vector u is either 
vanishing or proportional to one VM 

X6(U)~ . u = (1010 I jO)Xo(u)~, 

X.! (u)~ . u= ± (11l10 \j J1)XF(U)~. 

(46a) 

(46b) 

The TM can be built by action of the operators u0, 
rV0, and L0 on the VM, by using the identities (B4), 
(B5), (B6) and the properties of the 6j symbols, The 
result is given in Table II, Then, the definitions of the 
VM and the identity 

{u0 u + [J(J + 1) ]-I(L0 L- rV0 rv)}Y~(u) = OY~(u) (47) 

allow us to deduce the TM from the spherical harmonics 
by action of tensor products of the vector operators or 
by action of the identity tensor, see Table III. With this 
we can relate our TM to those defined by other authors. 
Zerilli2 defines the following symmetric TM 

bJM=xf~, 

dJ,If=X~2~' 

cJ.II =X~I~' 

fJ.II=X~2~' 

(48a) 

(48b) 

(48c) 

(48d) 

while Regge and Wheeler6 also consider aJ,If, bJ.II' CJM, 
d JM and two others TM eJM and gJM which are linear 
combinations of fJ M and hJ M: 

eJ,1/ = [J(J + 1) /2]1/2{[ (J - I)(J + 2) ]1/2fJ M 

(49a) 
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gJ M == [J(J + 1) /2]1/2{[ (J - 1)(J + 2) ]1/2fJM 

+ [J(J + 1) ]1/2hJ M}' (49b) 

The TM set of Regge and Wheeler does not form an 
orthonormal basis of the space L ~(52). The set of Zerilli 
does, but for fixed values of J and M it is not ortho­
gonal in the space {~0 {;. Furthermore the TM aJM, 
hJM (and eJM' gJM) have a nonvanishing trace whereas, 
only one of our TM, X~ ~ has trace. 

By analogy with the electromagnetic appellation of the 
VM, we can characterize each TM by its parity and its 
geometrical properties in {~0 {~. For this we use the 
convention adopted by Thorne and Campolattaro13 and 
by Zerilli. 14 The TM are denoted by a symbol!fl (mag­
netic) or C (electric) for parity (- l)J·l or (- l)J, re­
spectively, 15 with an upper index s (symmetric) or a 
(antisymmetric), and a lower index.s (scalar) or a 
couple of T (transverse) or L (longitudinal) in the follow­
ing geometrical configurations 

Xs for X: 0*0, 

XL for X: (u0 u) '" 0 and X :0= 0, 

XLT for X, u '" 0 and X: (uG u) = 0, 

X TT for X·u=O. 

With these conventions, we get the following new nota­
tions (the fixed values of J and M are omitted): 

(i) j = O. There is one TM, with parity (- I)J, pro­
portional to {) 

(50) 

(ii) j = 1. There are three antisymmetric TM, dual 
tensors of the VM 

ca
u O'X~1 = (l/iV2}1Jr x, 

!flaTT O'xt= (l/iV2)cL x, 

lYia
LT 

O'X:1 = (l/iV2)cr x. 

(51a) 

(51b) 

(51c) 

(iii) j = 2. There are five symmetric traceless TM 

MS -X2 
/1/ Lr= -1' (52) 

TABLE III. Construction of the tensor multipoles by action of 
the tensor products of operators u, rV, L and by action of the 
identity tensor {j on the spherical harmonics. (The indices J 
and M and the u dependence are omitted.) 

xg=- OJ-/3"JOY, X~=/1(u0u-{j)Y 

X1 =-!2[J(J + 1)]-I[ (rV - u)GLj sY 

X_22 =-!2[ (J -1)J!J + 1) (J + 2)]-1!2 [ (rV +u)C5 LJ·Y 

~~= [2 (J -1)J(J + 1) (J +2)j-1!2[L0L+ (rV +2u)Q9rVJ.Y 

X:1=-!2[J(J+1)J-1/2[u0L]"Y, X_\ =-!2[J"'+I)j-1/2[u0Lj ay 

X;I =-!2[J(J + 1)J-1/2[u0rVJ ·Y, X.\ =/2 [J(J + 1)]-1/2 [u0rVJ ay 

[J. and [J a mean symmetric or antisymmetric part. 
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4. ARBITRARY ORDER TENSOR FI ELDS 

A. Tensor spherical basis 

The tensors of the spherical basis of the space ([~)®r 
are built by an iterating process, from the vector en' 
We have already seen the second-order tensors. The 
tensors of order r> 2 are obtained from the (r - l)th­
order tensors and the vectors en by means of CG 
coefficients 

(53) 

These tensors satisfy the identity 

(54) 

and the orthonormality relations 

(55) 

The contraction of the tensor product@ru with a basis 
tensor is proportional to a spherical harmonics 

(56) 

The tensors obtained for the maximal couplings (i. e. , 
j2 = 2, ... ,jk = fz, • " . ,jr = r) are simply denoted by t~. 
They are completely symmetric and have vanishing 
trace 

(57) 

(58) 

Furthermore, for these tensors, the CG coefficients 
product in Eq. (56) can be calculated and one gets the 
identity 

Y I( )=[(2l+1)11]1/20 (/)tl 
m U 47fll u. m' (59) 

B. Tensor spherical harmonics 

The space L ~cs 2) of complex rth-order tensor fields 
on the sphere S 2, with integrable modulus squared, is 
a Hilbert space for the scalar product 

(60) 

As for lower-order fields, the rth-order TSH are 
built by coupling basis tensors and spherical harmonics 
through CG coefficients 

yIJr"'fl(u) = (lrnjrn 1 JM) Y~(u)t~r"" 
(61) 

so that they transform according to a representation 
D J in a rotation, and they form an orthonormal basis of 
L~(S 2) 

r 
(yljoo'J yl'i""J') (5 (no )6 0 r M' r.\1' == II'. Jiii JJ' MM'-

<=2 

(62) 

Besides they satisfy the identities 

(63) 

(64) 
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The contraction formula of two TM is quite similar to 
that of the second-order TM, see Ref. 12, Eq. (3-65). 
It shows that for fixed values of JM, the TSH do not 
form an orthogonal set in ([~)@r. To remedy this we 
shall now define the rth-order TM. 

C. Tensor multipoles 

The rth-order TM are built in the same way as the 
second-order TM, by the orthogonal transformation 

(65) 

where the matrix elements M(jn J)~ I are defined by 

M(jn J)OI = (I/J)(jrozoIJO), (66a) 

M(jr,J)'~1 =([1± (-I)I+Jl!v'2}(I/J)(jr/.LlOIJIl), /.L '. o. 
(66h) 

The orthogonality properties of the CG coefficients im­
ply that the matrices M(jr, J) are orthogonal. Further­
more, each matrix can be split into a direct sum of two 
orthogonal submatrices 

MVr, J) = M+(jn J) EO M_(jn J) 

defined according to the parity of jr as follows. 

l
M+(jr, J) ; /.L = 0, 1, ... ,jr; 

jr even 1=IJ-jrl, IJ-jrl+ 2,.oo,J+jn 

M_(j" J) : 11 = - 1, - 2, .. 0, - jr; 

l= iJ-jri+l, IJ-jrl+3, o. "J+;r-1, 

l = 1 J - Jr 1 + 1, 1 J - ir i + 3, 0 • "' J +ir - 1, 

(67) 

(6aa) 

1

M+V" J) : 11 = 1, 2, . o. ,jr; 

jr odd M_(jn J) ; 11 = 0, _ 1, ... , _ jr; (6Sb) 

l = 1 J - jr I, 1 J - jr 1+ 2, ... ,J + Jr' 

By construction, the TM transform according to one 
irreducible representation under a rotation, they form 
an orthonormal basis of L ;CS 2) 

(69) 

and for fixed J and M, they are orthogonal in ({~)Cyr 

Xur 
,II • Xu', ,If= f1 6j.j~ O~I",EI"r 47f)- l..t(J /1<) j o. oJ i' o. oJ ( r ) j ( 1 /2 '"' - 2-

j=2 t 1 k 

x (JIlJ - /J.I i?O)(JMJj\.11 i?n) ~(u), (70) 

j , 1 
where EI"r = (- l)1r for 11 = 0, (- 1)" for fl - 0 and (- I)U-

for 11 < 0. Another interesting geometrical property of 
the TM is that the scalar product by the vector u of a 
rth- order TM is either vanishing or proportional to a 
(r - l)th- order multipole 

X
jr

"'
J (10' 01' 0)Xir

-1"'
J

( ) o .\I·u= '7r_l}r 0 ,.,u, (71a) 

(71b) 

The TM have the following intrinsic parities 

• ..ir, o
'
J ( u)-( l)'·j Xiro"J(u) 

1\.0 M - - - .,. 0 M ' (na) 
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_..1 ••• J ()J jr ... J ( ) x.: .1,(- u) = ± - 1 X." M U • (72b) 

By analogy with electromagnetism, we can call mag­
netic, the TM with intrinsic parity (- l)J +r+l, and elec­
tric those with intrinsic parity (_l)J+r. 

5. CONCLUSION 

In this article we have considered bases in the space 
of Euclidean tensor fields on the unit sphere .5 2. In the 
following paper we shall build bases in the space of 
Minkowski tensor fields on .5 2. We shall generalize the 
concept of tensor spherical harmonics and tensor multi­
poles and study their transformation properties under 
rotations and Lorentz transformations. 

APPENDICES 

In these Appendices, we have gathered useful formulas 
concerning: (in Appendix A) the product of spherical 
harmonics and the contraction of vector and tensor 
spherical harmonics; (in Appendix B) the action of the 
vectorial operators u, r'V, L = - ir x 'V on the scalar and 
vector spherical harmonics. For the demonstration of 
these formulas and of some formulas of the main text, 
the reader is referred to the "These de Doctorat" of one 
of the authors. 12 

APPENDIX A 

Y~Y~, = (41T)-1 /2 E(l t' /k)(ZOZ'ol kO>(ZmZ ' m ' I kn) Yn\ 
k 

(A1) 

y/~ . yl '~: = (_ l)L '+1' (41T)-1 /2 ~ (JtJ'l' /k) 

x(ZOZ'ol kO>{~ ~,k~} (JMJ'M/I kn)~, (A2) 

ylj~ : y/'j '~: = 0jj' (_ l)L '+I'+j' (41Tt1 /2.0 (.lU'l I ;lz) 

x (ZO(O I kO) {~ 5, ~'}<J:J' M' I kn> Y~. 
(A3) 

APPENDIX B 

uY~(u) = L(J ;l)(1010 I JO)y/~(U), (B1) 

r'VY~(u) = [J(J + 1)]1/2 LS{[l- (_1)'+/l/,iz)-
I 

x (llZO I J1)y/~(u), (B2) 
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LY~(u) = [J(J + 1)]1 12y J ~(u) 

= [J(J + 1) J1 12 .0{[ 1 + (- l)J+1 IN"2) 
I 

x (11l0 I J1>y/~(u), 

u® y/~(U) = (- l)/+J BJi (lozol kO) {I ! ~}Ykj~(U)' 
k,J J 

r'V® y/~(U) = (_ l)/+J [Z(Z + 1)]1/2.0 (- l)l+k - 1; f 
k,J 12 

I ) { 1 1 J} kjJ ( ) x(11l-1 kO jk1 Y M U , 

L® y/~(U) = (- l)I+J [l(Z + 1)]1/2 2?; f {; Zl ~ } y/j~(U) 

=(_1)/+J[Z(Z+1)]1/2B (-1)/+k+ 1;f 
k,J v'2 

x(llZ- 11 kO){~ ! ~}YkJ~(U). 

*Equipe de Recherche associee au C. N.R. S. 

(B3) 

(B4) 

(B5) 

(B6) 
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Inequalities concerning the spin correlations of states of finite energy of the isotropic ferromagnetic 
Heisenberg model are proved. These inequalities estimate the spin correlation between two lattice sites in 
terms of the total energy and the electrical resistance between the lattice sites as calculated using the 
inverse of the coefficients occurring in the Heisenberg Hamiltonian. These resistance inequalities are 
combined with the resistance properties of a regular three-dimensional lattice to yield the result that all 
states of finite energy for the isotropic Heisenberg model in three dimensions have long range order. 

INTRODUCTION 

In this paper we prove inequalities concerning the 
spin correlations of states of finite energy of the 
isotropic ferromagnetic Heisenberg model. These in­
equalities estimate the spin correlation between two 
lattice sites in terms of the total energy and the elec­
trical resistance between the lattice sites as calculated 
using the inverse of the coefficients occurring in the 
Heisenberg Hamiltonian as the resistances between 
neighboring lattice sites. These resistance inequalities 
are stated and proved in Sec. 3, Theorem 3.3. 

One application of these inequalities is to the 
isotropic Heisenberg model in three dimensions. For 
a regular three-dimensional lattice the resistance be­
tween any two lattice sites is bounded by a constant 
R~, independent of the distance between the sites. The 
resistance properties of a regular three-dimensional 
lattice when combined with the resistance inequalities 
yield in Theorem 3. 5 the result that all states of finite 
energy for the isotropic Heisenberg model in three di­
mensions have long range order. 

In Sec. 1 of this paper we introduce notation for de­
scribing the isotropic Heisenberg model in a C*­
algebraic setting. In Sec. 2 we discuss the ways of cal­
culating and estimating the resistance of electrical net­
works composed solely of resistors. In Sec, 3 we prove 
the resistance inequalities. 

I. C*-ALGEBRAIC FORMULATION OF THE 
HEISENBERG MODEl 

We refer to Ruelle's book1 for a general reference to 
quantum lattice systems, to Sakai's book2 for a general 
reference on C*-algebras, and to Wigner's book3 for a 
general reference to the description of quantum spin. 

To describe the spin of a single particle of spin 
j = t 1, 1 ~, 2, 2 L .. " one uses a Hilbert space of dimen­
sion rl = 2j + 1. On this Hilbert space there act three 
Hermitian linear operators S = (Sx, Sy, Sz) satisfying the 
relations 

[~,~l=i~, [~,~l=i~, 

[s.,Sxl=iSy, (1.1) 

S2 = S· S = S; + S; + S; =.1 (j + 1)1, 

where I is the identity operator on the Hilbert space H 
and [A, B] = AB - BA. 
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As is well known, the operators S = (SX) Sy, Sz) set ir­
reducibly on H. One can choose an orthonormal basis 
{1m: m = - j, 1 - j, 2 - j, ... ,j - 1,j} so that 

Szlm=mlm, 

SJm = (Sx + iSy)lm = v(j - m)(j + m + 1j/m+!> (1. 2) 

SJm = (Sx - is)lm = v(j + m)(j - m + 1)lm_1' 

We also introduce the operators a = (sx, SY' sz) where 
a = S/j. The advantage of these operators is that they 
are normalized so that for n E R3 

Iln.all = Ilnxsx+nysy+nzszll = Inl =(n~+n;+n;)1/2, 
where II . II indicates the operator norm. For j = ~ the 
a are the Pauli spin matrices, 

(0 1) (0 -1\ (1 0) 
sx= 1 0' Sy= 1 oj' sz= 0 -1 . 

The Heisenberg model describes a system of parti­
cles on a lattice L where the interaction between parti­
cles is only through their spin. We define the C*­
algebra associated with the Heisenberg model. 4,5 Let 
L be a finite or countably infinite set. We will usually 
denote the points of L by i,j,k,l, etc. We suppose that 
at each point k E L there is a particle of spin j k' In 
more mathematical terms we assume that to each point 
kE L there is a C*-algebra ~k generated by all 
polynomials in the three operators Sk = (SkX' SkY' SkZ)' 
where these elements satisfy equations (1. 1) with j =.ik' 
As is well known, this algebra ~k has one and only 
one irreducible *- representation (up to unitary equiva­
lence) on a Hilbert space and that representation is on 
a Hilbert space Hk of dimension d k = 2jk + 1. One may 
choose a basis for H k so that the operators Sk act on 
these basis vectors as given in Eq. (1. 2). 

Since ~ k is *- isomorphic to B (H k ) the *-algebra of 
all bounded operators on Hk , ~ k is an (n Xn)-matrix 
algebra with n = 2jk + 1 = dimension of Hk• 

If j\ c L is a finite subset of L we denote by ~ A the 
tensor product of the algebras 'ilk with k E A, i. e. , 

'il{k1' k 2, .. '.kn ) = 'ilk1 g. 'ilk2 g, .•. @ ~ kn' 

Since the tensor product of an (n Xn)-matrix algebra 
with an (m XIJI)-matrix algebra is an (nm Xn1l1)-matrix 
algebra, 'il A is an (r x r)- matrix algebra with 
r= n kEA (2.1k + 1). 
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Let Q be the collection of all finite subsets A of L. 
The matrix algebras ~ A satisfy the following relations. 
If Al =:c A2 then ~ Al:::J~ A2' If A 1, A2 E Q then ~ A1 UA 2 is 
generated as a *-algebra by ~ Al and ~ A2 and ~ Aln A2 

.=~Al"~A2' If Al and A2 are disjoint, then each element 
of ~ Al commutes with each element of ~ A2' 

If A is an infinite subset of L, we define ~ A = U A'~A' , 
where the union is taken over all A 'E Q with A 'eA. The 
bar denotes the completion of the algebra with respect 
to its unique norm. A more detailed account of this 
construction can be found in Refs. 4 and 5. For A 
infinite ~ A is a uniformly hyperfinite algebra or UHF­
algebra because~ A contains a increasing sequence of 
matrix algebra whose union is norm dense in ~ A. UHF­
algebra were defined and studied by Glimm. 6 We will 
refer to ~ A as the Heisenberg spin algebra over A. 

The interaction in the isotropic Heisenberg model is 
given in terms of a Hamiltonian, 

H = ~ :0 J(i,j)(1 - Si • Sj), 
iiEL 

where Si . 8 j = SixS ix + sjys jy + sjzs jz and Sj = S;/j j. The 
J(i,j) are real numbers so that J(i, i) = 0 and J(i,j) 
=J(j, i) for all i,j EL. In this paper we will consider 
only the ferromagnetic case with J(i,j) ~ 0 for all 
i,j EL 0 

A difficulty with the above expression for H is that 
for cases of physical interest the sum is not con­
vergent. If A is a finite subset of L, we define 

HA=~' :0 J(i,j)(/-8 j .S j ), 
ilEA 

This expression defines an element of the algebra. The 
dynamics of the Heisenberg model is given by a strong­
ly continuous one parameter group of *-automorphisms 
{t- (lit} of ~ . Heuristically, there automorphisms are 
given by 

(lIt(A) = exp(itH)A exp(- itH). 

Since H is not an element of the algebra, the above ex­
pression is not well defined. One can define the above 
automorphisms by replacing H by HA and letting A in­
crease to L. In fact, it is known that if 

sup{.:0 iJ(i,j)i;iEL}<oO (1.3) 
lEL 

and if An is an increasing sequence of finite sets whose 
union is L, then there is a strongly continuous one­
parameter group of *-automorphisms {(lItt of ~ Land 

(lIt(A)=limexp(itHA )Aexp(-itHA) 
n"' oo n n 

for all A E ~ (L ), where the limit converges in norm. 
A discussion of the proof of this result can be found in 
Refs. 4 and 5. Automorphism groups which can be ap­
prOXimated in the above fashion by inner automorphism 
groups are called approximately inner automorphism 
groups. 7 

We conclude this section with some remarks con­
cerning the spectrum of 1 - Sj . 8,. Suppose r, S ELand 
S= Sy + Ss. We have 

[Sx, Syl = is., [Sy, Szl = iSx, [Sz, Sxl = iSy• 

Let 13 be the *-algebra generated by the three elements 
Sx, Sy, and Sz. Since 8 is a finite-dimensional *-
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algebra, 8 has a central decomposition as a direct sum 
of matrix algebras. This decomposition of 8 is directly 
related to the problem of decomposing the tensor prod­
uct of two irreducible representation of SU(2) into irre­
ducible representations. The solution to these problems 
is well known. Let n = 2 min(j T,j s) + 1. There are n 
orthogonal minimal central projections {Ek' k = 1, ... ,n} 
(i. e., Ek E8 and AEk =E0 for all A E8 and k 
= 1, ... , n and ~Z= I E k = 1) so that 

S2 Ek = (S; + s;, + S;)Ek = lk(lk + l)Ek 

with lk=jy+js + 1- k. It follows that 8 =EBk=18Ek and 
8Ek is a ((2l k +1)X(2lk +1») matrix algebra. 

Applying these results to the element 1 - Sy' Ss we 
find 

(I - ST' 8s)Ek= (jTjsrl(jyj.1- Sy' SS)Ek 

= (j yj stl(j yj / + ~S; + ~S~ - ~(Sy + Ss)2]Ek 

= ~(jTj srl[ (jT + j S)(jT + j S + 1) -lk(lk + 1) ]Ek 

= ~(jTjsrl(k -1)(2jT + 2js + 2 - k)Ek' 

Hence, the spectrum of 1 - 8 T ' Ss consists of the numbers 
H(jTj.r1(k -1)(2jT + 2js + 2 - k) for k = 1, ... ,n}. It 
follows that 1 - 8 y ' 8 s is positive and zero is in its 
spectrum. 

II. RESISTANCE OF ELECTRICAL NETWORKS 

In this section we collect various known results need­
ed to calculate and estimate the resistance of electrical 
networks. We refer to Ref. 8 as a general reference. 
Suppose L is a finite set and G is a graph with vertices 
L. The graph G is simply a set of lines (i,j) connecting 
pairs of vertices. We assume G is connected. We as­
sume that with each line (i,j) of G there is associated a 
positive real number J(i,j) > O. We imagine that each 
line corresponds to a resistor of J(i,j)-I ohms. Given 
two vertices i and j, we wish to calculate the resis­
tance R(i,j) between i and.i. 

There are two physical laws which enable one to cal­
culate the resistance of an electrical network. One is 
Ohm's law which states that the potential difference 
V(i) - V(j) between two vertices i and j connected by a 
line (i,j) of G is equal to the current I(i,j) flowing from 
i to j times the resistance J(i,j)-I associated with the 
line (i,j) [Le., V(i)- V(j)=J(i,j)-I/(i,j)]. The second 
physical law is the Kirchhoff law which states that the 
total current flowing into a vertex must equal the total 
current flowing out of that vertex. One can calculate the 
resistance between two vertices i and j by injecting one 
ampere of current at the vertex i and extracting one 
ampere of current at the vertex j. Ohm's law and the 
Kirchhoff law determine the voltages V(k) at all the 
vertices k E L (to within an additive constant). The 
resistance between i and j is the difference in voltage 
V(i) - V(j) between i and j. 

We will now restate these ideas in a more mathemati­
cal form. Suppose G is a connected graph with vertices 
L, Suppose with each line (i,j) of G there is associated 
a positive number J(i ,j) ~ O. The graph G together with 
the positive numbers J(i,j) will be called a network. We 
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denote by G(i) the set of vertices of L connected to i by 
a line of G. 

Suppose / is a real function on L, i. e. , / is a mapping 
of L into the real numbers. We define the Laplacian of 
/ denoted by A/ as the function 

(A/)(i) = 0 J(i,j)(j(j) - /(i)j. (2.1) 
iE:G(i) 

We say / is harmonic if A/= O. Note if / is harmonic, 
the value of / at each vertex i is a convex combination 
of the values of / at the vertices connected to i, i. e. , 
if (A/)(i) = 0, then 

o J(i,j)/(i) = 0 J(i,j)/(j) 
jE:G(il iE:G(i) 

or 

We have that the Al are positive and their sum is one. 
It follows that if / is a real harmonic function on L 
which attains its maximum value at the vertex i, then 
/ must also attain its maximum value at all the vertices 
connected with i. Since the graph G is connected and 
the number of vertices is finite, it follows that every 
real harmonic function is constant, L e. , /(i) = c for 
alliE:L. 

With the aid of the Laplacian we define the resistance 
between two ventices as follows. Let 0; be the function 
on L given by 01 (j) = 0 if i"* j and 0; (i) = 1. Suppose 
i,j E: L and V is a solution to the equation 

-AV=O;-Oj. 

The resistance between i and j is defined to be V(i) 
- V(j). 

(2.2) 

We will take the time to outline a proof that Eq. (2.2) 
has a unique solution (up to an additive constant) since 
the proof also provides a useful way of estimating the 
resistance between two vertices. Suppose for each line 
(i,j) of G we specify a real number I(i,j). We may think 
of I(i,j) as the current flowing along the line (i ,j). If the 
current is flowing from i to j, we have I(i,j) > O. If the 
current is flowing from j to i we have I(i,j) < O. With 
this convention we have I(i,j) = - I(j, i). 

We wish to calculate the resistance between the 
vertices io and jo. We imagine injecting one ampere of 
current at io and extracting one ampere of current at jo. 
Now consider a current flow specified by numbers 
I(r, s) for each line (r, s) of G. We say this current flow 
is admissible if it satisfies the Kirchhoff laws, i. e. , 
the total current flow into a vertex equals the total cur­
rent flowing out of that vertex except at io where the 
total outflow of current is one ampere and at j ° where 
the total inflow is one ampere. In terms of equations 
these constraints read if {I(i,j)} is an admissible cur­
rent flow, then for ricio and ricjo 

o I(i,r) =0 
iE:G (r) 

and 
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Certainly, there exist admissible current flows. For 
example, let (io, it), (it> i 2), ••• , (in_bjo) be a sequence of 
lines of G connecting io to jo. If we simply set I(io, i l ) 

= I(ib i 2) = ... = I(in_bjo) = 1 and set all other I(i,j) = 0, 
we obtain an admissible flow. 

Given an admissible flow {I(i,j)}, we define the dis­
sipation D of this flow as 

(2.3) 

We consider the problem of minimizing the dissipa­
tion. One can prove the existence of minimally dissipa­
tive flows as follows. Construct some admissible flow 
and calculate its dissipation. The set of admissible 
flows with smaller or equal dissipation is a compact set 
with the obvious topology on current flows, i. e., two 
current flows I(i,j) and I'(i,j) are close if I(i,j) - I' (i,j) 
is small for each line (i,j) E: G. Since the dissipation is 
a continuous function on this compact set the dissipa­
tion achieves it minimum value. 

Suppose {I(i ,j)} is a minimally dissipative admissible 
current flow. Suppose (io, ill, (i b i2), • •• , (in_t> in), (im io) 
is a closed path starting at io and returning to io• We 
show that 

C =J(io, i ltl I(io, i l ) + J(i l . i2)-II(ij, i 2) + J(im iotlI{im io) = O. 

To see this, suppose we form a new admissible flow by 
defining I'(i o, i l ) =I(io, it) + A, J'(ij, i2) =I(ij, i 2) + A, •.. , 

I'{im io) = I(in, i o) + A and for all other lines J'(i,j) = I(i,j). 
The dissipation of the new flow minus the dissipation 
of the original flow is given by 

D(I') - D(I) = J(io, i t t t [2Al(io, it) + A2]+ J(ib i2tl 

X [2AI(iI, i 2) + A2] + ... + J(im ior t 

x [2AI(in, io) + A 2). 

Since {I(i ,j)} is a minimally dissipative flOW, the deriva­
tive of the above expression with respect to A at A = 0 
must equal zero. Hence, we have C = O. We now de-
fine the potential function V by 

- V(j) =J(io, itrtI(io, it) + ... + J(imj)-tI(imj), 

where (io, ill, (it, i2 ), ••• , (imj) is a path from io toj. 
The number V(j) is independent of the path chosen 
since the sum C around a closed path is zero. Note that 
V(io) = o. A straightforward computation shows that 
- AV = 0iO - 0iO' Therefore, a solution to Eq. (2.2) 
exists. If V' is a second solution to Eq. (2.2), then 
- A(V - V') = 0 and V - V' is harmonic and, therefore, 
a constant function. Hence, Eq. (2.2) has a unique 
solution up to a constant function. 

The resistance R(io,jo) between io andjo is V(i o) 
- VUo), where V satisfies Eq. (2.2). We also remark 
that the resistance R(io,jo) is the minimum dissipation. 
This can be seen a number of ways. One of the simplest 
is to note that the total energy dissipated by an elec­
trical network [D= voltage difference times current 
= V(io) - VUo) = R(io,jo)) is the sum of the energies dis­
sipated in each of its parts. We will give a fairly in­
volved proof of this fact not because we will need this 
fact but because we will need the methods used in the 
proof in the next section of this paper. 
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Suppose io,jo ELand V is a solution to Eq. (2.2). 
Note V will take its maximum value at io and its mini­
mum value atjo' We consider the current paths from 
io to jo where a current path is defined as follows. A 
current path is a sequence of distinct vertices 
(io, it> i 2, ••• ,in) starting with io and ending at in =jo, so 
that the kth and (k + l)th vertices are connected by a 
line of G and V(i k ) > V(i k +1 ) for k = 0,1, ... ,n - 1. In 
more intuitive terms a current path is simply a path 
from io to jo along which a particle of current might 
travel. We define the terms upstream and downstream. 
We say i is immediately upstream of j if (i,j) E G and 
V(i) '. V(j). We say i is immediately downstream of j if 
(i,j) E G and V(i) < V(j). 

Let Q be the set of all possible current paths from 
io to jo. If P E Q is a current path we assign a probability 
s(P) to P as follows. If P = (io, ito ... , in) (with in=jo) is 
a current path from io to jo, we define 

s(P) =1(io, il)A(iorl1(ito i 2)A(i1r 1 • l(in_to i n)A(in_l)"l, 

(2.4) 

where l(i,j) =J(i,j)(V(i) - V(j)] is the current flowing 
from i to j and A(i) is what we will call the activity of i 
which is the total current flowing into i (or the total 
current flowing out of i), i. e. , 

A(i)=~ 6 II(i,j) I , i*io or HjQ, 
jEG(i) 

and A(io) =A(jo) = L The ratio l(i ,j)! A(i) is the probabil­
ity that a particle of current having arrived at i will 
flow to j. Intuitively the number s (P) is the probability 
that a particle of current will follow the path p in its 
flow from io to jo. 

Lemma 2.1: Suppose G is a finite connected network 
with vertices L and resistances J(i,j)-l associated with 
each of its lines. Suppose io,jo ELand V is a solution to 
Eq. (2.2). Let Q be the set of all current paths from 
io to jo and let s(· ) be the function defined by Eq. (2.4). 
Suppose r,sEL and r is immediately upstream of s. 
Let Q(r, s) be the set of all current paths which pass 
through r, s. Then, 

l(r,s) =J(r,s) [V(r)- V(s)] = 6 s(P). 
pEQ(r,s) 

Sketch Of proof: This lemma states that the current 
l(r, s) is equal to the probability that a particle of cur­
rent flowing from io to jo will pass through the line 
(r, s). Consider the sum 

'0 s(P) = ~ [1(io, iJlA(iot 1] ••• 
pEO(r,s) pEQ(r,s) 

x [1(r, s)A(rrl] ... [I(in_j,jo)A(i n_1r 1]. 

All possible paths PE Q(r, s) can be generated as fol­
lows. Start at r and move upstream one vertex at a 
time until reaching io and start at s and move down­
stream one vertex at a time until reaching jo. For each 
different set of choices one obtains a different path 
P E Q(r, s). In the above sum for each vertex k (with k 
either equal to r or upstream of r) we sum over all 
vertices immediately upstream of k. The effect of this 
summation is to cancel the A(k) in the denominator with 
the sum of the l(i, k) with the i the upstream vertices of 
k. Similarly for each k (with k either equal to s or 
downstream of s) we sum over all vertices i immediate-
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ly downstream of k. The effect of this summation is to 
cancel the A(k) in the denominator with the sum of the 
l(k, i) with 1 immediately downstream of k. The results 
of these cancellations leaves the single term l(r, s). The 
completes the sketch of the proof of the lemma. 

As a application of this lemma we show that the re­
sistance R(io,jo) between io and jo is equal to the mini­
mum dissipation as defined by Eq. (2.3). Consider a 
path P E Q with P = (io, i1, ••• , in) with in=jo. We consider 
P as a union of lines (io, it), (it. i2), ••• , (in_t, in). Then 
we have 

E V(i) - V(j) = [V(io) - V(i1)] + (V(i1) - V(i 2)] + ... 
(1,J)Ep 

+ [V(i n_t ) - V(i n)] 

= V(io) - V(jo)' 

Then, we have 

'0 L s(P)[V(i) - V(j)] 
pEQ li,j)Ep 

= 0 s(P)(V(io) - V(jo)] pt::.Q 

In the first sum we interchange the order of summation 
as follows. We choose a line (i,j) of G with V(i) > V(j) 
and then sum over all p E Q(i,j) and then sum over all 
lines (i,j) of G. Then, we find 

V(io)-V(jo)= '0 E s(p)[V(i)-V(j)]. 
(I, nE G pE 0 H, j) 

From Lemma 2.1 we have 'ZPEQ(;,ns(P)=I(i,j). Hence, 
we have 

R(io,jo) = V(io) - V(jo) 

6 l(i,j)[V(i) - V(j)] 
(i,J)EG 

Since the current flow l(i,j) with l(i,j) =J(i,j)[V(i) - V(j)] 
minimizes the dissipation, we have the minimum dissi­
pation equals the resistance R(io,jo)' 

We have given this rather involved proof of the equal­
ity of the resistance with the minimal dissipation in 
order to introduce this method of interchanging the 
order of summation used above. We will use this meth­
od again in the next section. 

The equality between the resistance R(io,jo) and the 
minimal dissipation is useful in determining some of the 
properties of the resistance R(io,jo) as a function of the 
resistances J(i,j)-l of the lines of G. For example, 
suppose the resistance R (io,jo) has been determined for 
a certain network G, Suppose one of the resistances 
J(i,j)-l is decreased [1, e. , J(i,j) is increased]. Then 
the resistance R(io,jo) must decrease or remain the 
same. To see this, consider the admissible flow which 
minimizes the dissipation for the original network. 
Using that admissible flow, we calculate the dissipation 
for the new network in which J(i,j)-l is decreased. We 
find for the new network a smaller or equal dissipation. 
Since the resistance R (io,jo) for the new network is the 
minimal dissipation, we have that the resistance 
R(io,jo) for the new network is smaller or equal to the 
resistance R(io,jo) for the original network. Hence, 
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we have shown 

aR(io,jo) "" 0 
aJ(i,j) , 

Another application of the equality of the resistance 
with the minimal dissipation is the following. Suppose 
G is a finite network with vertices Land R(io,jo) is the 
resistance between io,jo E L. Now, suppose G' is a 
larger network with vertices L ' containing G, i. e. , 
L' ~L, c' ~ G, and J(i,j) =J'(i,j) for the lines (i,j) E G, 
Let R'(io,jo) be the resistance between io and jo as cal­
culated in G'. We see that R'(io,jo)"" R(io,jo) since the 
minimally dissipative admissible flow for G is an 
admissible flow for G' and, therefore, the minimum 
dissipation for G' is less than or equal to the minimum 
dissipation in G, 

This fact gives us a convenient way to define the re­
sistance in an infinite network. If G is an infinite net­
work with vertices L, we define the resistance R(io,jo) 
between io,jo E L as the greatest lower bound of all the 
resistances R'(io,jo) computed by taking finite subgraphs 
of G. Since the resistance decreases as the network in­
creases, we have the following. Suppose C is an infinite 
network and io and jo are vertices of G. Suppose {Gn} is 
an increasing sequence of finite connected subnetworks 
of G containing io and jo as vertices, Suppose Gn in­
creases to C as n - oc, i. e., each line (i,j) EGis con­
tained in some Gn. Let Rn(io,jo) be the resistance be­
tween io andjo as calculated in Gn and let R(io,jo) be the 
resistance between io and jo in G. Then R(io,jo) 
= limn _ oo Rn(io,jo) since the numbers Rn(io,jo) decrease 
with increasing n and since every finite subnetwork of 
C is contained in some Gn• 

We mention that if the numbers {J(i,j)} satisfy in­
equality (1. 3), then R(io,jo) ~ 0 is strictly positive for 
any two distinct vertices of C. We also mention that 
the resistance R(io,jo) is equal to the greatest lower 
bound of all the dissipations calculated from admissible 
current flows since this is true for finite systems and 
follows by taking limits for infinite systems. The 
definition of resistance in terms of the potential V 
should be used with caution for infinite systems since 
there are infinite networks for which there exist non­
constant harmonic functions which are bounded, 

Next, we would like to mention how to estimate the 
increase in resistance R(io,jo) if some of the lines 
(r, s) are removed from a network. Suppose G is a 
finite network with vertices Land R(io,jo) is the re­
sistance between io and jo E L. Suppose C' is a connect­
ed subnetwork of C with vertices L' (and io,jo E L ') and 
G' is obtained from G by removing the lines (r i , Si), 
i = 1, ... ,n. We wish to estimate the resistance 
R'(io,jo) as calculated in C' in terms of the resistance 
R(io,jo) as calculated in C. Let I(i,j) be the admissible 
current flow in G which minimizes the dissipation. We 
will show that if 2:i=1 II(ri , 5 i ) 1 < 1, then 

R(io,jo) "" R'(io,jo)"" R(io,jo)(1- t II(ri , 5 i ) 1)_2. (2.5) 
.=1 

This shows that if the lines (ri' 5 i ) carry little current, 
then the resistance does not change much when these 
lines are removed from the network. To see this we 

1914 J. Math. Phys., Vol. 17, No. 10, October 1976 

express the current flow {I(i,j)} as a sum of simple 
current flows 5(P) along current paths f) E Q as was 
described in Lemma 2,1. Let Q(ri , Si) be the current 
paths which pass through the line (ri' 5 i) and let 
w= Ul=1 Q(r;, Si) be their union. We have 

P~w s(P)"" ~ PEQYri,Si) s(P) = E II(r;, Si) I. 

We assume 2:i=1 II(1'i' Si) 1 < 1. We denote by Q - W the 
paths in Q not in W. We have 

Let I'(i,j) be the current flow given by 

I'(i,j)=A-1 6 S(p) ""A-1I(i,j) 
PE Q<i,j)-W 

for each line (i,j) of G' with i upstream of j and if i and 
j are of the same potential J'(i,j) = O. The current flow 
{J'(i,j)} is obtained from {I(i,j)} by removing the current 
paths which pass through the lines (1' i , Si) and then re­
normalizing the current flow by multiplying by A-I. We 
have {I'(i,j)} is an admissible flow in C', Clearly, we 
have AIJ'(i,j)l"" II(i,j) 1 for all lines (i,j)E G'. We 
estimate the dissipation associated with the flow 
{I' (i ,j)}. 

D(J')= 6 J(i,j)- I J'(i,j)2 
(i,j)EG' 

Since R'(io,jo) is the minimum dissipation, we have 

R'(io,jo) '" D(I')"" A-2R(io,jo) 

""R(io,jo)(1- ~ II(ri ,si)lr
2 

This establishes inequality (2,5). The left most in­
equality of (2. 5) follows from the fact that C'= G, 

We conclude this section with a discussion of a regu­
lar cubic lattice with nearest neighbor connection in 
three dimensions. Let L = Z3 be the set of all three­
tuples of integers, e, g., i = (ix, i y, i z) E L, and let G be 
the graph of all lines connecting each vertex of L with 
its six nearest neighbors, L e., (i,j) E C if and only if 
li-jl = lix-j"l + liy-jy 1 + liz-jzl =1. We associate a 
resistance of one ohm with each line of G, i. e" J(i ,j) 
=1 for all (i,j)EG. 

If follows from known results" that the only bounded 
harmonic functions on L = Z3 are the constant functions 
and, furthermore, the equation - AV = 0iO with V(io) = 0 
has a unique bounded solution which we will denote by 
ViO' This function has the property that ViO(i) - - lRoo 
as Iii = lixl + liyl + lizl -oX) where Roo=O. 50546·· 
Also, we have - ~Roo < ViO (i) "" 0 for all i '=- L . 

Heuristically, this shows that the resistance be­
tween io and "infinity" is finite in three dimensions. 
Given two vertices io,io E L, we define V = ViO - Vio' 
We have - AV = 0io - 0;0' Then, the resistance R(io,io) 
between io andjo is given by R(io,jo)= V(io)- VU o) 
= - Vjo(io) - ViOUo) = - 2 ViOUo) < Roo. Hence, the re­
sistance between any two vertices is less that Roo in 
three dimensions. In two dimensions the resistance 

Robert T. Powers 1914 



                                                                                                                                    

grows logarithmically with the distance between the 
vertices. 

One may show that the resistance calculated from the 
potential function (R(io,jo) = V(io) - V(jo) = - 2Vjo Vo)] 
agrees with the definition of resistance for infinite net­
works given earlier. Consider an increasing sequence 
{CJ of finite connected subnetworks of C with vertices 
LncL and with io,joELn for each n. We assume the Cn 
increase up to G, i. e., G = U;"1 Cn. Let ¢n be the solu­
tion to the equation - A¢n = 0;0 - 0io on C n with ¢n(io) 
+ ¢n(jO) = O. The function ¢n are uniformly bounded. In 
fact, ¢n(io);, ¢n(i);, ¢n(jO) for all i E Ln and ¢n(iO) 

= - ¢n(jo) decreases as n increases since the networks 
C n are increasing and, therefore, the resistances 
Rn(io,jo) = ¢n(iO) - ¢n(jO) are decreasing as 11 increases. 
We extend ¢n to a function on L =Z3 by defining ¢n(i) 
= 0 for i E L - L n' Since the ¢n are uniformly bounded 
there is a subsequence {¢n(k)' k = 1,2," .}, which con­
verges pointwise to a bounded func tion ¢ (i) = limk • ., 

x¢n(k)(i). One can easily show that - A¢ = Ojo - 0io' 
Since the only bounded harmonic functions on L = Z3 are 
the constant functions, we have ¢ - V is a constant func­
tion. Since ¢(io) + ¢(jo) = V(io) + V(jo) = 0, we have ¢ = V. 
Hence, we have 

R(io,jo) = lim Rn(k) (io,jo) 
k-'" 

¢ (io) - ¢ (jo) = V(io) - V(jo) = - 2 V;o (jo). 

Hence, the resistance as calculated from the potential 
is equal to the resistance as defined earlier for infinite 
networks. 

Finally, we would like to state a lemma which shows 
that the resistance between vertices distant from the 
origin is only slightly increased by removing a few 
lines near the origin. 

Lemma 2. 2: Let C be the network with vertices 
L = Za in which each vertex of L is connected with a one 
ohm resistor to its six nearest neighbors. Let C' be 
the network obtained from C by removing the lines 
(ri' Si), i = 1, ... ,n. Let R(io,jo) and R'(io,jo) be the 
resistances between io andjo as calculated in C and C', 
respectively. Then, R' (io,jo) - R(io,jo) - 0 as I io I, Ijo I 
- 00. Also, given a positive number E> 0 there is a 
finite set S of vertices so that R'(io,jo) "" R., +€ for 
io,ioEL-S. 

Proof: Suppose io,jo ELand V = ViO - Vio' Let I(i,j) 
= veil - V(j) be the current flow associated with V. 
From our previous discussion we have that if 2:1=1 
xI/(ri,s;)1 <:1, then 

R(io,jo) ""R'(io,jo) ""R(io,jo)(l- ~11/(r;,s;)I,)_2. 
Note that in our previous discussion we only estab­
lished this inequality for finite networks. The fact that 
this inequality holds for C may be seen by taking an in­
creasing sequence {Cn} of finite connected subnetworks 
of C which increase up to C and then taking the limit 
of an appropriate subsequence. 

As liol-oowehave Vio(i)--iR.,. Then, as liol, Ijol 
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- 00 we have Veil = V;o (i) - ViO (i) - 0 for fixed i E L, It 
follows that I(rj, Sj)== V(rj)- V(Sj) -0 as liol, Ijol-oo, 
Hence, we have 

0"" R'(io,jo) - R(io,jo) 

"" R(io,jo) [(1- ~ I/(r;, Sj) 1)"2 -lJ 
- 0 as I io I, liD I - 00. 

Since R(io,jo) < R., for all io,jo E L the last statement of 
the lemma follows. This completes the proof of the 
lemma. 

III. RESISTANCE INEQUALITIES 

Let C be a finite network with vertices L. We as­
sume that to each vertex i E L there is associated a 
particle of spin j j. Let ~ = ~L be the Heisenberg spin 
algebra over L as described in Sec. 1. The algebra 
~ is generated by the elements Sj == (Six' Sjy, S;z), which 
satisfy Eq. (1. 1) with j = h and the elements Sj and 5 j 

commute for i *" j. Let H be the element 

H = 6 J(i,j)(1 - S; • Si), 
<i, JlEG 

where s; = S/j;. We will prove the operator inequality 

1- s; . 8i "" R(i,j)H, 

where R(i,j) is the resistance between i andj. To prove 
this we will need the following lemma. 

Lemma 3.1: Let ~ be the Heisenberg spin algebra 
describing three particles of spini!, h, andia, i. e., 
~ is a C*-algebra generated by the spin operators 
S; = (Si:<> Sjy, Sjz) for i = 1, 2, 3 and the S; satisfy Eqs. 
(1.1) withj =jj. Let 8; =S/j;. Then, the element 

H=a(/- 81' 82) +a(1 - SI' Sa) +e(1 - S2' S3) 

is positive if and only if a, b, and c are real and 
satisfy 

a + b + c;, 0 and ab + ae + be;, O. 

Furthermore, zero is in the spectrum of H. 

(3.1) 

Proof: Let ~; be the C*-algebra generated by the 
three elements Sj = (S;x, Sly, S;z) satisfying Eqs. (1. 1) 
withj=jj. Thenwehave~=~I@~2@~a, LetHb fh, 
and Ha be Hilbert spaces of dimension d j = 2j; + 1, and 
let II; be the unique (up to unitary equivalence) 
*-representation of~ i onH, for i=1,2,3. Let 
II=II 1@II 2@II s be the representation of~ onH=Hl 
@H2@H3 obtained by taking tensor product of the II;, 
e, g., 

II (SlxSay)fl@i2@fa = III (Slx)ft@f2@ II 3(Say)fs' 

Since II is a faithful *-representation of ~, we have that 
H is positive (i. e., H;, 0) if and only if II (H) is positive, 
II (H);, O. 

Suppose H;, O. We will show that inequality (3.1) is 
satisfied. Since H;, 0, we have by convention that 
H = H* and therefore a, b, and e are real. Let fim for 
m = - j;, 1- j;, ... ,j; - 1, j; be an orthonormal basis 
for Hi> i = 1,2,3 satisfying Eqs. (1. 2) for the operators 
II;(S;) and let 

F(mt. m2, ma) =flml@f2m259fams' 
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Using the fact that 

and Eqs. (1. 2), it is possible to compute n (H) 
xF(mj, 1/12, m3). We find n (H)F(h,jz,h) = O. Hence, 
zero is in the spectrum of H. Let hi = F(h - 1,j2,j3), 
h2 = F(jj,j2 - 1,j3), and h3 = F(h,jz,h - 1). A straight­
forward computation shows that n (H) maps the h's into 
linear combinations of the h's and the (3 X3)-matrix 
(hi, n (H)h j ) is given by 

T = (h j , n (H)h j ) 

(

'i1(a + b) - Cilj2t1/2a 

= - (jljzr1/ 2a j:;l(a+c) 

- Cilhr1/2b - (j2hrl/2c 

0) o , 
f31 / 2 

_b) 
-c 

b+c 

Since R is an invertable positive matrix T= RAR is 
positive if and only if A is positive. A straightforward 
computation shows that the eigenvalues of A are 
{O, a + b + c± (a2 + b2 + c2 - ab - ac + bc)1/2}. In order that 
the two numbers a + b + c ± (a2 + b2 + c 2 - ab - ac - bc)1/2 
both be nonnegative, it is necessary and sufficient that 
inequalities (3.1) be satisfied. Hence, H"? 0 implies 
inequalities (3.1). 

Next suppose inequalities (3.1) are satisfied. We will 
show H"? O. We begin by assuming jl =jz =h= t Let 
the representation n on H be as we have constructed 
and let hj, h2' h3 EN be defined as before. Letj)] +1 be the 
subspace of H spanned by these three vectors. We have 
n(H)/))+l ej)]+l and 11 (H) is positive on/11 +1 by the above 
calculation. Let kl = F(1, - ~,-1), k2 = F(-1, 1, -1), 
and k3 = F(- 1, - 1, ~). A straightforward computation 
shows that 11 (H) maps the k's into linear combinations 
of the k's and the (3 x 3)- matrix (k i' n (H)k j) equals the 
(3 x 3)- matrix (hi, n (H)h j ). Let j)] -1 be the subspace of 
H spanned by kj, k2' and k30 Hence, we have n (H)/Y/_l 
e /)1-1 and 11 (H) is positive on ,11 _10 Letj)] +3 be the sub­
space of H spanned by F(1, ~, 1) and let ,11 -3 be the sub­
space of H spanned by F(- t - t - ~). We have 
n(H)FO.1, 1)=0 and ;1 (H)F(- 1,- 1,-1)=0. Hence, 
11 (H) maps each of the subspaces iYi +3, /11 + 1, j)] oj, /)) -3 into 
itself and H (H) is positive on each of these subspaces. 
Since H =,11 +3 (\'j)] +1 CBj)] _1,?,11 -3, we have n (H) is positive. 
Hence, H? 0 fori 1 =.i2 =h = j. 

We will complete the proof of the lemma by induction. 
Suppose the lemma is true for all jl '" nl, jz '" n2, and 
h ~ rl3. We will prove the lemma is true for all jl '" nl 
+ 1, jz '" 1/2, and h ~ 1l3o Let ~ 0 be the spin-1 algebra, 
i. e. , ~ 0 is a (2 x2)-matrix algebra generated by the 
three elements So = (Sox, SOy, Soz) satisfying Eq, (1, 1) 
withj=1. Let 80=2So, LetB=~o~~ =~0~~1'~~20~13, 
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where ~ i are the spin j i algebras as before. Suppose 
a, b, and c are real number satisfying inequalities 
(3.1). Since the lemma is assumed true for h = 1 or 

.i 1 ~ nb j2 ~ n2, and h ~ n3, we have for the j i satisfying 
these inequalities 

a(1 - 81 . 82) + b(l - 81 . 83) + c(l - 82 . 83)? 0, 

a(1 - 80.82) + b(1 - 80.83) + c(l - 82 . 83P" O. 

Multiplying the first inequality by .i I and the second by 
1 and adding the resutant inequalities, we find 

a[(jl + 1)1 - (Sl + So) . 821 + b[(jl + i)l - (Sl + So)· 83l 

+ cCi l +~)(I - 82 . 83)? O. 

Let ~ 1 be the C*-algebra generated by the three ele­
ments S;=Sl +SO. As we have seen in Sec. 1, ~; has 
a minimal central profection E so that S;2 E = Cil + 1) 
XCii + 11)E. Let Bl = ~fE. We have that Bl is a spin­
Cil + 1) algebra. Since E commutes with Sf, S2, and S3, 
the above inequality remains true when multiplied on 
the right or left by E. Let 8f = (Sl +SO)/Cil + 1) =s;/ 
Ci 1 + h Multiplying the above inequality by E on the 
left and dividing by.it + 1, we find 

(a (1 - s~ • S2) + b (I - sf • S3) + c (I - S2 • S3)) E "? 0, 

Since the algebra generated by 8;E, 82E, and 8 3E is the 
Heisenberg spin algebra describing three particles of 
spin.il + 1, }Z, and.i3 we have shown that if the lemma is 
true for .i 1 "-.- Ill> }z "'-- 1l2, and.is -s rl3, then the lemma is 
true for.il"" rll + t }z "- n2, and.is "-c 173, Since in our proof 
we could have just as well have increased IlZ or n3 by 1, 
it follows by induction that since the lemma is true for 
jl =.i2 =.i3 = 1 the lemma is true for alli 1,jz,.is 
= 1, 1, 1~, .... This completes the proof of the lemma. 

Lemma 3. 2~ Let ~ be the Heisenberg spin algebra 
describing n + 1 particles of spin.i i, i = 1, ' .. , Il + 1, 
i. e., ~ is a C*-algebra generated by the Hermitian ele­
ments Si = (Six' Siy, Siz) with the Si satisfying Eqs, (1. 1) 
and the Si and Sj commuting for i '*.i. Suppose ai ., 0 for 
i=l, ... ,Il and 8 i =S/.ii for i=l, ... ,1l+1. Then 

Pyoof: For the case n = 2 inequality (3.2) states 

(1 + a/a2)(I - 81.82) - (I - 81 .83) 

+ (1 + a2/ al)(I - 82 . 83)"? O. 

(3,2) 

The numbers a = 1 + a/ a2, Ii = - 1, and c = 1 + a2/ at 
satisfy inequalities (3.1). Hence, the above inequality 
is valid and the lemma is true for n = 2, 

We complete the proof of the lemma by induction. 
Suppose the lemma is true for Il. We prove it is true 
for 11+1. Let Rn=Zi=lajl and Rn+l=Rn+a~:l' Since the 
lemma is true for n = 2, we have 

(1- 81· 8n+2) "- Rn+l(R~l(1- 81· 8n+l) +On+l(1 - 8n+1 • 8nd). 
Since the lemma is true for n, we have 

n 

R~l(1 - 81 ' 8 n+l) ~ 6 ai(I - 8i · 8i+1). 
i=l 

Combining these inequalities, we have 
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Hence, the lemma is true for n + 1. Since the lemma is 
true for n = 2, the lemma is true for all n by induction. 
This completes the proof of the lemma. 

Theorem 3.3: Suppose G is a finite connected net­
work with vertices L and with resistances J(i,j)-1 > 0 
associated with each line (i,j) E G. Suppose with each 
vertex i E L there is associated a particle of spinjj. Let 
W = ~L be the Heisenberg spin algebra associated with 
this system, i. e. ,~ is a C*-algebra generated by the 
Hermitian elements S/:= (Sir' SlY' SIZ) satisfying Eqs. 
(1. 1) with j = j I and SI and Si commuting for i* j. Let 

H= 6 J(i,j){l-s l ·sJ) 
(j, j)E G 

with 51 =S/jl' Then for any two i,j EL we have 

(1- 51' 5) ~ R(i,j)H, 

where R(i,j) is the resistance between i and j as cal­
culated in G. 

Proof: Suppose io,jo EL. Let V be a solution (unique 
up to the addition of a constant function) to the equation 
- 6 V = Dlo - Dio' As we saw in Sec. 2 the resistance be­
tween io and jo is given by R(io,jo} = V(io) - V(jo}. Let Q 
be the set of current paths from io tOjo, and let s(P) be 
the probability associated with the path p as described 
in Sec. 2. Consider a path p = (io, il> •.. ,in) E Q with 
in = jo. We consider p as a sum of lines (ik_1> ik ) for 
k = 1, .. , ,n. From Lemma 3. 2 we have {setting ak 

=[V(ik _1)- V(i k )]-1 for k=1, •.. ,n} 

(1- 51 • 8io ) ~ [V(io) - V(jo)] t [V(ik_1) - V(ik)]-1 
o hi 

or 

x (1- 81 • 8,). 

Multiplying the above inequality by s(P) and summing 
over all paths p E Q, we find 

(J - 8/0 , 1'0) = 3fQ s(p)(l- 810 .Ijo ) 

~ R(io,jo) 6 6 s(P)[V(i) - V(j)]-t 
pEQ (/,nEp 

x (1- 8 1 • Ij). 

Interchanging the order of summation as was described 
in Sec. 2, we find 

(1-810'8jo)~R(io,jo) '0 L- s(P)[V(i)_V(j)]-1 
(/,nEG' pEQ(I,J> 

x (1- Si . 8 j ), 

where G' is the set of all lines (i,j) of G with V(i)"* V(j) 
[we use the convention that the pair (i,j) is ordered so 
that V(i) ~ V(j)]. Note the lines with V(i) == V(j) do not 
occur in the above sum since no path P E Q passes 
through a line (i,j) E G with V(i) = V(j). From Lemma 
2.1 we have ~PEQ(I,j)S(P)=l(i,j)=J(i,j)[V(i)- V(j)]. 
Hence, we from this fact and the above inequality 

(1- 11
0

' lio) ~ R(io,jo) . 6 J(i,j)(I - I j • 8i ) 
("nEG' 
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=R(io,jo)H, 

where the second inequality fallows from the fact that 
the terms J(i,j)(i - II . 8i ) for (i,j) E G - G' are all posi­
tive elements of ~. This completes the proof of the 
theorem. 

Corollary 3.4: Suppose G,L'~=~1 and SI,Ii for 
i E L are as stated in Theorem 3. 3 except now we allow 
G and L to be countably infinite. Suppose io,jo ELand 
the resistance R(io,jo) > 0 is not zero. Then for any 
state w of ~we have 

w(l- SI .Ifo ) ~ R(io,jo) 6 J(i,j)w(l- II . Sf)' 
o <I,nEG 

where the right-hand side of this inequality may be 
infinite. 

Proof: Let {GJ be an increasing sequence of finite 
connected subnetworks of G containing io and jo as 
vertices and the sequence {GJ increases up to G as 
n - "". For each n we have by Theorem 3.3 and the fact 
that w (A) ~ w (B) for w a state of ~ and A and B Hermi­
tian elements of ~ with A ~ B 

w(l- 5 /0 ' I j ) ~ Rn(io,jo) 6 J(i,j)w(J - II' Sj). 
o (i, nEGn 

where Rn(io,jo) is the resistance between io and jo as 
calculated in G n• As we saw in Sec. 2, as n - "", 
Rn(io,jo) - R(io,jo)' As n - 00, the Sum over (i,j) E Gn 

converges to the sum over all (i,j) E G or diverges to 
+ "". This completes the proof of the corollary. 

Theorem 3. 5: Let G be the network with vertices 
L = Z3 with the lines of G connecting all nearest neigh­
bors, i. e., if i = (ix, i y, i e) and j = (j x,j y,j z), then (i ,j) E G 
if and only if li-jl = lix-jxl + liy-jyl + lie-j.1 =1. 
Let the resistance J(i,j) associated with each line (i,j) 
E G be one ohm, i. e., J(i ,j) := 1 for all lines of G. 
Suppose that with each vertex i EL there is associated a 
particle of spin ji = t, 1, 1t, 2, .. '. Let ~=~ L be the 
Heisenberg spin algebra associated with this system, 
i. e. ,~ is a C*-algebra generated by the Hermitian 
elements SI = (SIX' Sly, SI .. ) satisfying Eq. (1. 1) with 
j = j I and the Si and Sj commute for i"* j. Let SI = S/j I 
for i E L. Suppose w is a state of ~ of finite energy, 
i. e. , 

Then for every number E > 0 

W(J-II·Ij)<E 

for all i,j E L with at most a finite number of exceptions. 

Proof: Let R~=suP{R(i,j);i,jEL}, where R(i,j) is 
the resistance between i and j as calculated in G. As 
we have seen in Sec. 2, R~ = O. 50546' ., is finite. 
Suppose E> O. Suppose w is a state of finite energy and 
E=~(i,j)EGW(l- II' Ii)' Since the sum is finite there 
are a finite number of lines (rk' Sk) E G for k = 1, ... ,n 
so that 

n 

6w(J-Ir ·8s»E-te/R~. 
k=1 k k 

Let G' be the network obtained from G by removing the 
lines (rk' SIl) for k = 1, ... ,n. Then, we have 
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It follows from Lemma 2. 2 of Sec. 2 that there exists 
a finite set S so that for i,j E L - S the resistance 
R'(i,j) between i and j as calculated in G' is less than 
2R oo , i. e., R'(i,j) < 2Roo for i,j E L - S. From Corollary 
3.4 we have for io,joEL - S 

w(I - Sio' Sio) ~ R'(io,jo) :0 w (I - SI . SJ) 
li,nEG' 

< 2Roo (h/Roo )=E. 

Hence, w (I - SI . SJ) < E for i,j E L - S. This completes 
the proof of the theorem. 

Theorem 3. 5 shows that all states of finite energy 
have long range order in three dimensions. We remark 
that the theorem is false in one and two dimensions. 

It is known from the work of Mermin and Wagner10 

that thermal equilibrium states of the Heisenberg model 
at positive temperature do not have long range order in 
one and two dimensions. We hope that the notaion of re­
sistance will be useful in understanding the presents 
of long range order for equilibrium states of the 
Heisenberg model in three dimensions. 

We conclude this paper by showing the constant R(i,j) 
in Theorem 3.3 is the best possible. 

Thcorem3.6:SupposeG,L'~=~L andS I , Sl, andH 
are as given in the statement of Theorem 3.3. Suppose 
i,j ELand C is a real number. Then, 

J- SI' Sj ~ CH (3.3) 

if and only if c;' R(i,j), where R(i,j) is the resistance 
between i and j as calculated in G. 

Proof: For C;, R(i,j) inequality (3,3) follows im­
mediately from Theorem 3.3 and the positively of H. 
Suppose, then, that C is real and inequality (3.3) is 
satisfied. We will show that C;, R(i,j). 

Let ~ I be the Heisenberg spin algebra associated with 
the vertex i. The C*-algebra ~I is generated by the 
Hermitian elements SI = (S;", S;,>" Sie) and has a faithful 
irreducible *- representation II on a (2j j + 1)- dimen­
sional Hilbert space H. Let {fm; m = - jj, 1- jl, ... , 
j 1 - 1 ,j;} be an orthomormal basis for H so that the 
operators II (SI) satisfy Eqs. (1, 2). Let w be the state 
of~ 1 given by w(A)=(fJi,II(A)fJj ) for AE~;. Let 81 

=S/jl' A straightforward computation shows that w(Sj) 
= (w(s;,,), w(s;y), w(s;e») = (0, 0,1). Furthermore, since 
the eigenvalue 1 for II (Sj.) had multiplicity one if w' is 
a state of ~ i and W'(Si) = (0, 0, 1) then w' =w. 

Let n E R3 be a unit vector, i. e., I n I = (n~ + n; + n;)1 /2 
=1. Since the element n·8=n"sjx+nysjy+n.s;. is uni­
tarily equivalent to S Iz (in fact, there is a unitary ele­
ment U=exp(ia'Si)E~j so that Us;.U*=n·s j) there is 
a unique state w .. of ~ 1 so that w .. (SI) = (n", ny, n.). 

Suppose for each i E L we specify a unit vector n;. 
We define the state WIn} on ~ =~L as wln}=®IEL wnl the 
tens or product of the states wnp i. e., if Ak E ~ k' L then 

A straightforward computation shows that for i,j E L 
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and 

Suppose io,jo ELand V is a real solution to the equa­
tion - ~ V = 0jo - 0JO ' Suppose s > ° is a positive number 
and let the unit vectors nj be given by 

njz= 0, nl,,= cos[sV(i)], njy= sin[s V(i)] 

for all i E L. Since inequality (3.3) is assumed true and 
w In} assigns nonnegative numbers to positive elements 
of we have 

or 

1- cos[s(V(io) - V(jo))] 

~ C :0 J(i,j){1 - cos[s(V(i) - V(j»)J}. 
<i. J)EG 

Multiplying both sides of the above inequality by 2/82 

and taking the limit as S - 0, we find 

[V(io) - V(jo)j2 '" C :0 J(i,j)[V(i) - V(j)j2 
(j,J>EG 

or 

R(io,jO)2 '" C :0 J(i,j)-1I(i,j)2 = D({I})C, 
(l,nEG 

where I(i,j) =J(i,j)[V(i) - V(j)]. As we saw in Sec. 2, 
R(io,jo)=D({I}). Hence, the above inequality implies 
C;' R(io,jo). This completes the proof of the theorem. 
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Lie algebras in the Schrodinger picture and radial matrix 
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The main objective of this paper is to derive from a unified viewpoint particular one- and two-body radial 
matrix elements with respect to oscillator and Coulomb states. All the results have been obtained previosly 
uSing either generating functions of Laguerre polynomials or group theoretical methods related to 
particular realizations of the Lie algebras associated with those states. We show, though, in this paper how 
some of the realizations proposed can be derived from physical considerations. The main idea is to translate 
well-known realizations, in the Heisenberg picture, to the corresponding ones in the Schrodinger picture. 
The latter realizations allow us to define indecomposable (i.e., not completely reducible) and irreducible 
tensors of the Sp(2) [or equivalently the SU(I,I)) group for the one- and two-body problem respectively. 
The evaluations of the radial matrix elements becomes then just a matter of applying the Wigner-Eckart 
theorem, giving rise to Wigner coefficients of SU(1,I) that have been discussed extensively in the literature. 

1. INTRODUCTION AND SUMMARY 

Since the development of quantum mechanics a great 
deal of work has been expended in showing that matrix 
elements, that were evaluated through considerable 
effort of analysis, are actually connected with group 
theoretical concepts such as Wigner, Racah or 9j 
coefficients of certain groups and, in particular, of 
0(3). The best known examples concern the one- and 
two-body angular matrix elements 

(l'm'l Y~(B,c,o)llm>, 

(l~ I~L' l\1' I [ yk1(Bl1 c,ol) Yk2(Bz, c,02))~ Il112Uvl), 

(1. Ia) 

(L Ib) 

where Y: is a spherical harmonic and [ l~ means cou­
pling of the two irreducible tensors associated with an­
gular coordinates land 2 to a total k and projection q. 

When we turn to the radial part of the one- and two­
body matrix elements, with respect to harmonic oscil­
lator or Coulomb states, we find that the problem has 
received considerable attention. 1-6 In some of the ref­
erences on the subject the approach follows what could 
be considered a physically natural path. For example, 
in the calculation of the radial integrals of powers of 
r with respect to harmonic oscillator wavefunctions, 
Quesne and Moshinsky6 start from the dynamical 
group Sp(6) of the three-dimensional oscillator and its 
subgroup 

Sp(2) xO(3), (1.2) 

where 0(3) is the ordinary three-dimensional orthogonal 
group and the two-dimensional symplectic group Sp(2) 
has generators that are linear combinations of p2, r2, 
and r . po 6 Both the states of the oscillator and the solid 
spherical harmonics, 

(103) 

can then be expressed as a bases for irreducible repre­
sentations or irreducible tensors of both Sp(2) and 
0(3), and the radial integrals are then given in terms 
of Wigner coefficients of Sp(2) or, equivalently, of 
SU(1, 1). 6 
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The approach followed by Armstrong3• 4 for one body 
radial integrals seems, at first sight, more mathemati­
caL It uses a realization of the Lie algebra of SU(l, 1) 
proposed by Miller? in which besides the radial variable 
r, another one, deSignated by t and apparently without 
physical meaning, also appears, Armstrong then intro­
duces functions of rand t, which from now on we shall 
deSignate as Armstrong tensors, whose commutation 
properties with the generators of SU(l, 1) are simple, 
The matrix elements of Armstrong tensors with respect 
to bases for irreducible representations (BIR) of 
SU(1,1) in the Miller realization, turn out to be then the 
radial integrals we are interested in and they can be 
evaluated in a group theoretical fashion. 

An objective of this paper is to provide a physical 
justification of Armstrong's approach, as well as for 
generalizations of it used by Crubellier2 in the analysis 
of two-body radial matrix elements. This requires, as 
we show in Sec. 2, the derivation of the Lie algebras 
of the Sp(2) group mentioned above, not in the usual 
Heisenberg but in the Schrodinger picture, in which 
the parameter t mentioned in the previous paragraph 
can then be identified with the time. 1 

Furthermore, we discuss in Sec. 3 the indecompos­
able (i. e., not fully reducible) character of the 
Armstrong tensor and show that the one-body radial 
matrix elements can then be evaluated using essentially 
the Wigner-Eckart theorem for the Sp(2) or, equiva­
lently, the SU(1, 1) group, 

In Sec, 4 we direct our attention to two-body radial 
matrix elements and show their relations with those 
of tensors of SU(1, l), in this case irreducible ones, 
when the Lie algebra is given in the Schrodinger pic­
ture. Again we can use the Wigner-Eckart theorem 
for the SU(l, 1) group in deriving the two-body radial 
matrix elements, 

The discussion in Sees, 2, 3, 4 is always carried in 
relation with the m-dimensional harmoniC oscillator, 
The particularization to m = 3 in Sec" 5 gives the physi­
cal case, while in Sec. 6 we show that the radial inte­
grals with Coulomb wavefunctions correspond to the 
oscillator ones with m =4. 

Copyright © 1976 American Institute of Physics 1919 



                                                                                                                                    

2. LIE ALGEBRA IN THE SCHROOINGER PICTURE OF 
THE m·~MENSIONAL OSCILLATOR 

As is well known6 the m-dimensional oscillator has 
as dynamical group the symplectic group in 2m-dimen­
sions Sp(2m) whose generators are 

xix j ' PiPj , ~(XiPj + PjX j ), i,j = 1, 2, ••• , m. (2.1) 

The group contains as a subgroup the direct product 

Sp(2) xO(m), (2.2) 

where 0 (m) is the rotation group in m-dimensional 
space and the generators of Sp(2) are the scalars, 
with respect to O(m), we can form from (2.1), i.e., 

T1=Hp2_r2), T2 =t(r·p+p.r), 

(2.3) 

In (2.3), r, p, are m-dimensional vectors and we 
use units in which n, the mass of the particle and the 
frequency of the oscillator are 1. Furthermore, H is 
the Hamiltonian of the oscillator. The generators of 
Sp(2) satisfy the commutation relations 

lTlO T2]=-iT3, lT3' TJ=iT2' lT2' T3]=iT1• (2.4) 

Turning now our attention to 0 (m), its generators 
are6 

Lij=xjpj-XjPj, i,j=1,2, ••• ,m, 
and its Casimir operator becomes 

[2=-~ t Lli ij 
i. J=l 

=- (r .p)2 +i(m - 2)(r .p) +r2p2, 

(2.5) 

(2.6) 

where we only make use of the relations [xj,Pk]=io w 
From (2.6) it is clear that all homogeneous polynomials 
p(r) of degree K, that satisfy the Laplace equation, 
1. e., v2 p= 0, are eigenstates of L 2 with eigenvalue 

(2.7) 

Again making use of the commutation relation 
lxj,P.l=io jk we see that the Casimir operator of 8p(2) 
becomes 

y2=- ~ + 11- T;=- HL 2 +m(m -4)/4] 

and its eigenvalue is then 

- HK(K + m - 2) + m(m - 4)/4]. 

(2.8) 

(2.9) 

From (2.6) we also see that p2 can be determined in 
terms of r-2L 2 and ra/ar, and thus the generators Ti 
can be written in operator form as 

T =~( __ 1_~r"'"1~+[2 +r2) 
3 4 rm- 1 or or 7 ' (2. lOa) 

T.= T1±iT2= T3 + ~- 2r2±2r a~±m) • (2. lOb) 

The radial function R(r) is the eigenfunction of 
H = 2 T3 in (2. lOa) corresponding to the eigenvalue 
(2.7) of L 2. To determine it more explicitly let us 
write 

R(r) =- r(l-ml /2f(r), 

and thus from (2.10) we get 
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(2.11) 

T 3R(r) = r U - ml /2/s/(r) , 

T.R(r) = r u -ml / 2/.f(r), 

where 

I = ~ [_ ~ + (K + (m - 2)/2)2 - t . .2J 
3 4 ar2 ? + r , 

1.=13+ ~ (-2r2±2r a~±l). 

(2.12a) 

(2.12b) 

(2. 13a) 

(2.13b) 

In Ref. 8 we showed that the normalized eigenfunction 
f of 13 , which we designate by 1: (r), corresponds to 
the eigenvalue 

13f:(r)=[n+~(v+1)]f:(r), (2.14) 

where 

v=K+~(m-2) (2.15) 

and that its explicit form is 

f:( r) = l2(n! )/r(n + v + 1)]1 /2e- r2 /21"'+1 /2 L~(r2), (2.16) 

where L~ is an associated Laguerre polynomial. 9 Thus 
the radial wavefunction R(r) can be written as 

(2.17) 

where, for later convenience, we characterize it by 
the eigenvalue f.L of 13 in (2.14) and the lowest value .\ 
of this eigenvalue, 1. e. , 

f.L=n+~(v+1), .\=t(v+1) (2.18) 

with v given by (2.15). As a final point we note 8 that 
13 and I. form a Lie algebra, 1. e. , 

l/3,I.l=±I., [I+,t]=-2I3 , (2.19) 

and furthermore that 

(2.20) 

From (2.14), (2.20), and (2.12) we then see that the 
operators T3 and T., in which L 2 is replaced by 
K(K + m - 2), when applied to the radial wavefunctions 
R~(r) give 

T3R~=!J.R~, 

T.R~ = l(f.L H)(fl Of A± 1)]1/2H~u' 

The set of radial states R~ in which 

f.L=.\, .\+1, .\+2, ... , 

(2,21a) 

(2.21b) 

(2.22) 

is thus a basis for an irreducible representation (BIR) 
of the 8p(2) lor equivalently the 8U(1, 1)10] group 
characterized by the lowest value .\ of the fl given by 
(2.18) and (2,15)' The representation is infinite di­
mensional and unitary, 10 

In all of the previous analysiS we have implicitly 
made use of the variables r, p in the Heisenberg 
picture. 11 Thus functions of these variables such as 
the T; of (2.3) change with time in accordance with 
the Heisenberg equations of motion, 12 

dT3 _ '[T H]-O dt --t 3' -, 
(2,23a) 

(2,23b) 
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where we made use of the relation T3 = ~H and the 
commutations relations (2.4). From (2.23) we can 
express Ti in terms of their initial values ~ as l 

The operators r;, ~ will be the corresponding 
operators in the Schrodinger picture. 1 We can make 
use of (2.24) to express them in terms of the T i • 

We note that the T~ are applied to the Schrodinger 
eigenstates of H which contain the extra factor1 

Thus in T j we can replace 

_~(p2 + r) - i ~ 
2 at ' 

and from (2.24) the generators of Sp(2) in the 
Schrodinger picture become1 

i a 
r;=2 at' 

yo = ~e'i2t (i ~ _ r ± r ~ ± m) 
• at or 2 

=e
f2it [~+~ (-r±raOr± ;)]. 

(2.25) 

(2.26) 

(2. 27a) 

(2.27b) 

Applying now~, ~ to the Schrodinger radial states, 1 

Ij!~(r, t) ;:R~(r)e-i2"t, 

we obtain using (2.27) and (2.21) that 

r;1j!~= I-J.1j!~, 

~Ij!~ = [(I-J. ± x)(I-J. 'f A± 1)11:21j!~±1' 

(2.28) 

(2. 29a) 

(2. 29b) 

Thus the functions Ij!~(r, t) are also BIR of Sp(2) [or 
equivalently of SU(l, 1)13.14], characterized by x, but 
now the Schrodinger realization of the Lie algebra is 
the one given by (2.27), in terms of first order opera­
tors in r, t, rather than the Heisenberg realization 
(2.13) which contains second order derivatives, but in 
ralone. We note also that r;1j!~=0, and thus this 
function of the set {Ij!~, I-J. =X, X + I, ... ,} is the one of 
lowest weighL 

Having obtained the generators r; and ~ in the 
Schrodinger picture we can also determine the Casimir 
operator '['J2, which from (2.27) becomes 

'['J2;: rg2 + rg2 _ r;2 = r;~ _ r;2 + r; 

= _ ! [2ri ~_ _ 4 + _1_ ~ ",-1 ~ + m(m - 4)1 
4 at r r m- 3 ar r iJr 4 J ' 

(2.30) 

and whose eigenfunctions are the Ij!~(r, t), all of which 
correspond to the eigenvalue - X(x -1) or equivalently 
to (2,9). 

The volume element in (r~t) space must be selected1 

so that the operators r;, '['J are Hermitian, which 
from (2,27a), (2.30) implies that it becomes1 

(2.31) 

Furthermore, as the time dependent part of the function 
Ij!~(r, t) is periodic, the interval of integration for t 
can be taken as 0 ,,; t,,; 21T. The corresponding interval 
for r remains 0 '" r '" 00 and the functions if~ (r, t) satisfy 
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the orthogonality relations 

(1jJ~'" lj!~) = 10 ~ fo2r Ij!~, (r, t)IjJ~(r, t)r"'-3 drdt 

=21T(2x -1)-10u.'O",,<o (2.32) 

The 0U'oo"", in (2.32) are due to the fact that the 
Ij;~ (r, t) are eigenstates of the Hermitian operators 
~ and yo2. Note that in the radial part alone we get, 
using the definitions (2.17) and (2.18), the new 
orthogonality relation 1, 3 

(1jJ~" Ij;~) = 21T J ~ r-zr~~(V-V') !2(r)f~(r) dr 
o 

= 21TV-
1 0vv' (2.33) 

which is completely independent from the standard 
one in the Heisenberg pictureS 

j ~ f:' (r)f~(r) dr= 0"" .. 
o 

The factor 21TV- 1 appearing in (2.33) can be evaluated 
by first considering v = v' in the integral which implies 
X=x'. As (1jJ~,IjJ~) is independent of I-J./s the integral 
in (2.33) is independent of n and we can calculate it 
trivially for n = 0 obtaining V-I. 

We have established the states Ij;~(r, t) as BIR of 
Sp(2) [or equivalently of SU(l, 1)6.10) and defined their 
scalar product. In the next section we introduce inde­
composable, i. e., not completely reducible, tensors 
of Sp(2) in (r, t) space and determine their matrix ele­
ments with respect to these states with the help of the 
Wigner-Eckart theorem for Sp(2). 

3. ONE-BODY MATRIX ELEMENTS 

In view of the Eqs. (2.29) that give the effect of the 
operators r;, ~ on the basis 1jJ~(r, t), it is clear that 
an irreducible tensor of the Sp(2) group in the 
Schrodinger picture will be a function p,(r, t) that 
satisfies the commutation relations 

lr;, ~)=q~, 
[~, ~]= [(q± k)(q'f k± 1)]1!2P.H' 

In case we were able to find such functions the 
matrix elements 

(3.1a) 

(3.1b) 

j ~ r v 
1jJ:; ,,_ (r, t)p:'(r, t)IjJ.,,(r, t)rm- 3 dr dt (3.2) 

o 0 

will be given13 in terms of Wigner coefficients of 
SU(I, 1)10 and a factor independent of M', q,M. Armstrong 
has discussed tensors with properties resembling those 
of (3.1) and leading to radial integrals of the type we 
want to discuss. We proceed to analyze these tensors. 

A. The Armstrong tensors 

Armstrong defines the following functions of r, t, 

P~(r, t):; r2k+2e-i2ot, 

where k takes nonpositive integer or semi-integer 
values, Le., 

(3.3) 

k=O, -i,-l,-t·.,. (3A) 

The values for q go from- 00 to + 00 with the restriction 
q - k integer. 

The functions (3.3) are deSignated by a script letter 
to distinguish them from the p:'(r, f), as from (2.27) 
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the commutation relations for P~(r, t) are not (3,1) but 

[~,p~j = qP~, (3,5a) 

[r;:, P~] = (q 'f k ± l)P:±l" (3" 5b) 

Can the P:( r, t) be still identified as irreducible 
tensors of SU(l, 1)? To answer this question let us 
first define a nonnormalized ket 

=[ r(J-L +A) Jl/2<jJ~(r,t) 
l?cjJ)- Zr(J-L-A+l) 

=r,,-mJ 2 L~"_-,,1(r)e-i2Mt, 

From (Z. Z9) we then immediately have 

l~IAJ-L)=J-LIAJ-L), 

r;:IAJ-L)=(J-L'f A±l)IAJ-L±l), 

and furthermore, TJ u)=O, 

This result seems to suggest that had we multiplied 
P~(r, t) by an appropriate normalization factor, it would 
satisfy the commutation rules (3.1) and become an 
irreducible tensor. But the situation turns out to be 
more complex. In the case of the set of states IAJ-L), 
J-L = A, A + 1, 0 • " anyone of them can be reached from 
any other with the help of r. and furthermore the BIR 
is bounded from below, For P:(r, t) the q is unbounded, 
Furthermore, if we start with a q in the interval 
fl "" q "" - fl, we can reach P:(r, t) with any other value of 
((, but if we start with q> - fl (q < k) we cannot go below 
(above) q= -" -1-1 (q= fl-1), because T -P~k+l = 0 
(T)JZ_

1 
= 0), This is illustrated in Fig, 1 where the 

marks at the points - h + 1 (fl- 1) indicate that we 
cannot go below (above) them in values of q because 
of the commutation relation (3,5b), 

Thus the set P:( r, L) for all allowed q is not an irre­
ducible tensor. We shall in fact proceed to show that 
it is an indecomposable one, by determining explicitly 
the representation to which it belongs and showing that 
it is not completely reducible, 

B. The indecomposable character of Armstrong's tensor 

We are now interested in determining explicitly the 
representation of Sp(Z) lor equivalently SU(l, 1)] to 
which the set of functions p~(r, t) belongs, The general 
element of Sp(Z) is given by1 

In so far as the part of 11 is concerned, we immediately 
obtain from (3.5a) 

eilYTg(J:(r, t)e- iaTg = eio"'(J~(y, t) 

so that the representation of Sp(Z) is exp(iqa)6
0
'q' It is 

the part related with ~ that will be of concern to us, 
i.e .. 

;iBT~P~(r, t)e-iBT~=£P~.(r, t)D~.q(f3)o 
q' 

-----*------+-------~I--------~I~----*------
k-I 0 -k -HI ~ 

FIG. 1. Values of the component q of the indecomposable 
tensor p~( r, tl. If q is between k and - k. k = 0, - } , - 1 • - t , .. , 
then all other values of q can be reached with the help of 
T2. If q > - k (q <k) then there is a lower (upper) bound, 
- k .. 1 (k - 1), that can be reached which is indicated by a 
star. 
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Taking the derivative of this equation with respect to 
(3 and using the commutation relations (3, 5b) we 
immediately obtain for the D:. 0«(3) the set of first order 
linear differential equations 

~ D~. 0«(3) = H(q' - fl)D~. -1, 0«(3) - (q' + fl)D:. +1. q(f3) 1: (3.10) 

This set of equations together with the condition 
D: •• (0)=6 q' q fully determine the representation D~'o(f3), 
but they are quite difficult to solve, Fortunately the 
same Eqs, (3,10) would appear in any realization of 
the Lie algebra of SU(l, 1L Using one proposed by 
Miller? one arrives at the expression lsee formulas 
(5,10) and (5,11), p. 159 of ReL 7] 

D~. q(m = (- )0-0'[1 - tanh 2 (f3/Z) jl-kltanh2 ({3IZ) ]<0-0') / 2 

X __ r_(fl + q) __ 
r(fl + q')r(q - q' + 1) 

XF(- !? + 1 - q', - k + 1 + q;q - q' + 1; tanh2 (f3/2», 
(3,11) 

where F is the hypergeometric function 2F1(a, b;c;z) 
and r is a gamma function. With the help of well­
known formulas for the hypergeometric functions" it 
is possible to show straightforwardly that the D~. o(m 
of (3,11) satisfies (3.10). 

Our concern now is to show that D.\(f3) corresponds to 
an indecomposable, i. e., not completely reducible 
representation, We shall analyze first the situation 
when q' '" q where we can write D~, q({3) as 

D:. 0(!3) 

( 
(3)1-k( Q)(0-0')/2 = (- )0-0' 1 - tanh2 2' tanh 2 ~ 

X 
r(fl+q) )' (-ld1- q')m(-I?+1+a)m ( f3)"' 

~ 1 tanh 2 -2 , r(fl + q') m r(q - q' + m + l)m ! 

where (a)m stands for the Pochhammer symbol 
(3.12) 

(3.13) 

where m is a nonnegative integer. The Pochhammer 
symbol can never become infinite and as 

r(fl + q)/r(!? + q') = (k + ql)q-O' (3,14) 

we see that for q? q', D~. 0(f3) is finite for any value of 
the indices and 0'" f3 '" 110 We note though that if 

k + q> 0, fl + q' "" 0, (3.15) 

the ratio (3.14) of r functions vanishes, We can then 
divide the interval for q in three parts, 

(+): q> -fl, (0): -ll? q? fl, (-): 1<> q, 

and similarly for q'" We denote these intervals by the 
symbols (+), (0), (-) as indicated in (3,16). Thus for 
q? q' we note that if q is in the interval (+) and q' is 
in (0) or (-), the representation D~'o(!3) vanishes. 

We now turn our attention to the problem when 
q'? qo Making use of the relation9 

lim F(a, f3;y;z) 
Y--m 

(a)m({3)m m+1 L'( + + 1 Q + + l' +Z·) (3.17) = (111+1)!z ra In ,/" m ,In ,Z, . 

we immediately see that we can write D:' o ({3) of (3,11) 
as 
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r(k - q} 
x r(k _ q'} 

x 1 k + 1 - q, - k + 1 + q'; q' - q + 1; tanh2 ~} 
(3.18) 

Using this formula for the case q' ~ q we immediately 
see by reasoning similar to the previous one that the 
D:, q(i3l is always bounded and it vanishes when 

k-q>O, k-q'",O, 

i.e., when q is in the interval (-) and q' is either in 
the interval (+) or (OL We can summarize results in the 
matrix expression 

~ +oo .. ·-k+l-k"·k k-1 .. ·_oo 

q' 

+00 
D~+ D!o ° 

-k+l 
-k 

IID~q' (i3l11 = ° D~o 0 

k 
k-1 

0 Dk 
-0 D~_ 

_ 00 

(3.20) 
We also decompose the set of functions P:(r, t} into 
three subsets corresponding to q> - k, - k ~ q ~ k, k> q 
which we may denote as the row vector 

{p~(r, t}}= [p~, Pt, p~L (3.21) 

We then see that 

exp(ii311) [P!, P~, p~l exp(- ii311} 

= [P!D~+, P~D!o + P~D~o + P~D~o' ~D~J. (3.22) 

Under the action of the operator exp(ii311} the functions 
P:(r, t) for q> - k or q< - k transform among them­
selves. In fact D!., D~_ correspond to irreducible repre­
sentations of Sp(2} lor equivalently SU(l, I)J bounded 
from below or from above. On the othe r hand the opera­
tion exp(ii311) on the set of functions P!(r, t} in the 
interval (O) involves also those in the intervals (+) and 
(-). 

The Armstrong tensor is then an indecomposable 
one but, as we proceed to show, the Wigner-Eckart 
theorem is still applicable to these types of tensors 
and so the radial matrix elements can be evaluated by 
purely algebraic means, The procedure followed below 
closely parallels the analysis of Armstrong. 3.4 

Indecomposable representations bounded either from 
above or below have been considered in a different 
context by Gruber and Klymik. 12 Their paper provides 

a good introduction to what for physicists is still a 
somewhat esoteric subjecL 

C. The Wigner-Eckart theorem for indecomposable tensors 

From the definition (20 32) of scalar product and 
(307) of the nonnormalized ket I /l.p.) we see that 

(/I.'p.' [P:(r, t}[/l.p.) 

-6 f~y2~'-1/2L2A'-1(y2) 
- j.i.'-/J.,q 0 fJ.'-X' 

X exp(- r 2/2)r- 2k y2A-l/2 L~~_-';(y2) exp(- r 2/2) dr. (3.23) 

To carry out a group theoretical analysis of the 
radial integral we take into account the properties 
(3.7) of the kets and the commutation rules (3,5) to 
write3 ,4 

(/I.' p.' [[~,P:l[ /l.p.) = (q'f k± 1)(/1.' p.' IP:±l[ /l.p.) 

=(p.' ±iI.''fl}(/I.'p.''I' llP:1 /l.p.) 

-(/I.'p.'IP:I/l.p.±I) (jJ.H±l). (3.24) 

A similar relation for ~ provides the selection rule 

p.' -p.=q. (3.25) 

The recursion relations (3.24) are very similar 
to those used by Racah16 in the derivation of the Wigner 
coefficients of SU(2). Using the same type of approach, 
we start by writing 

(3.26) 

whereby the two recursion formulas (3, 24) become 

(p.' +/1.' -1}j(p.q;/I.'p.' -1)=j(p.q+1;/I.'p.'}-j(p. +1 q;/I.'p.'), 

(3,27a) 

=(q- k)(q+k-1}j(p. q-l;/I.'p.') 

- (f-L - /I.)(f-L +/1. -l)j(f-L -1 q;/I.'f-L'L (3.27b) 

Setting p.'=/I.' in (3.27a), and recalling that only 
matrix elements with f-L' ~ /I.' can arise, we deduce that 

(3,28) 

with A being independent of the "magnetic" quantum 
numbers p.', q ,jJ., Then from (3, 27b) and (3,28) we 
can obtain explicit formulas for j(jJ.q;/I.'/I.' + lL 
j(/-1q;/I.'/I.' + 2),. c " which suggest the following general 
solution for j(P.q;A'P.'): 

'A' , -A A'kA'~ (-)I(Il- A}!(Il+ A- 1)!(q-k)!(q+k-l)! 
j(f-Lq, Il)- ( )7't!(f-L'-A.'-t)!(f-L-/l.-t}!(P.+/I.-1-t)!(q-k-Il'+A.'+f)!(q+k-l-p.'+A.'+t)! 

( ' (q+k-l)!(q-k)! F[a,b,-c. 1 ] 
=A A kA)Oq,,.,_,. c!(d-l)!(e-l)! 32 d, e " (3.29) 
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where in the last step we have used the selection rule 
(3025), and the parameters of the hypergeometric 
function have the values 

a=-iJ.- X + 1 , [)=-iJ.+X, c=iJ.'-X', 

d=-k-iJ.+X'+l, e=k-iJ.+X'. (3.30) 

If we substitute the "ansatz" (3.29) in (3. 27b) we 
obtain 

F [a, b, -c '1J= F [a, Ii, -c-1 'IJ 
3 2 d, e ' 3 2 d, e ' 

+ ali 3F 2[a+1, Ii +11, -c ;IJo 
de d+1, e+ 

(3.31a) 

Hence, if this formula is true, Eq. (3.29) will be the 
correct solution of the recursion formula (30 27b)0 
But (3.31) is indeed true, since from the identities 

pep + l)m = (P)m+u 

(p + m)(p)m = (P)m+1' 

(p-l)(P)m=(p-l)m+u 

we have 

ali [a+l, 1i+1, -c '1J 
de 3

F
2 d + 1, e + 1 ' 

-L- (a)m+l(li)m+1(-c)m(-c+m+l+c) 
- m"O (m + 1) I (d)m+l (e)m+l 

_ L- (a)m+1(b)m+l(- C)m+l 
- m"O (m +1) I (d)m+l(e)m+l 

L: (a)m+l(li)m+l(- c -l)m+l 
- m"O (m + 1) I (d)m+l (e)m+l 

(3. 31b) 

(3031c) 

= F [a, Ii, - c '1 J _ F [a, b, - c - 1 ;lJ ' 
3 2 d, e ' 3 2 d, c 

By similar analysis it can be checked thatj(iJ.q;X'iJ.') 
as given in Eq, (3.29) satisfies the recursion formula 
(3. 27a) as well. 

The matrix elements of the tensor P~ are thus given, 
according to (3.26) and (3.29), by 

( "Ipkl) (') (_)b(q+k_1)1 
X/l ,X/l =AXkUi"w-"lilcl(d_l)l(e_l)1 

x F [a, Ii, - c '1 J 
3 2 d, e ' (3.32) 

with a, Ii, c, d, e defined in (3~ 30), and where we have 
still to determine A(X' kX). For this purpose we make 
a direct evaluation of the integral in (3.23) for the 
case /l = X, /l' = X', and identify the result with the 
right-hand side of (3.32) for the same values of /l,Il'o 

We find thus that 

A(X'kX) =7T(X' - x - k) !r(x +X' - k). 

We have given a group theoretical derivation of the 
radial matrix elements with respect to harmonic oscil­
lator states. Using the transformation formula '7 

F[a, b, c.1 J= (-)Cr(li-e+1)r(e) 
32 d, e ' r(b+c-e+l)r(e-c) 

F[d-a, Ii, c 'IJ 
X3 2 el, li+c-e+1' . (3,34) 
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The matrix elements can also be written as 

(X'iJ.' IP: IXIl) 

= 0" w_,,7Tr(X + x' - k)r(- il- x + x' + 1) (3.35) 

(-)"'-'-'+"-'-r(-k-X'+X+1) 
x C;:r~(iJ.-_-:-X-+;-C1<i)"TrCT(/l-';'-_--'-:-cX "+-;-;-;1 );C;r0;7(-_'-ck-_-/l---:-+-:-X" -:-+<1") r;;..('--:-k,----/l" -:-+-::-X-'+--=1") 

F [-k+X+X', X-iJ., X'-/l' 1J 
X

32 -k-/l+X'+l, -k-iJ.'+X+1; 

which have a symmetric form with respect to x, iJ.;X', iJ.' 
and besides can be derived directly from the radial in­
tegral with the help of generating functions of Laguerre 
polynomials. 9 

The 3F2 function appearing in (3.35) is then related 
to the Wigner coefficients associated with the irreducible 
representations x, X' and the indecomposable one char­
acterized by the index k associated with the P:(r, t). 
In particular cases these Wigner coefficients involve 
only irreducible representations. For example, if 
q > - k (q < l?), then the property T~ P !k+l = 0 (T~ PL = 0) 
implies that the tensor p:(r, t) is irreducible and bounded 
from below (above). The result of the previous para­
graph indicates that the Wigner coefficients contain an 
indecomposable representation only when k'" q '" - k. 
But even here we have that under certain circumstances 
the representation is irreducible and finite dimensional. 
This happens, for example, when both - k - X + X' and 
- k - x' + X are nonnegative integers. In that case the 
matrix (3.35) can be written as 

(A'f.L'IP~IXf.L)=oq,,,,_,,7T 

(-)"'-'-'+"-'-r(X + x' - k)r(- k - x + x' + l)r(- k - x' + x + 1) 
x r(f.L- X+ 1)r(/l'-X'+1) 

L- (-k+X+X')v(X-Il)v(X'-Il')v 
Xv r(-k-Il+X'+v+l)r(-k-Il'+X+v+l) 

(3.36) 

where from the properties of r functions and 
Pochhammer symbols, v is limited by the inequalities 

O"'f.L-X-v~-k+X'-X, (3.37a) 

O"'Il'_X'-lJ~-k+X-X'. (3, 37b) 
Changing the sign and order of the inequalities in 
(3.37a) and summing it with (3. 3Th) we finally get 

- I? + x - X' ; (f.L I - Il) - (x' - A) ? k + A - A', 

which from the relation q = f.L' - f.L implies that the 
values of q are limited to the interval 

-k?q?k. 

(3038) 

(3.39) 

Thus if - k + X - X', - k - X + X' are nonnegative 
integers, the matrix elements vanish unless q is 
restricted as in (3,39). The index k characterizes in 
this case an irreducible and finite dimensional repre­
sentation of SU(l, 1); the Wigner coefficients for this 
type of representation have been given by Ui, 18 

The importance of the particular case discussed in 
the previous paragraphs is that for a problem in three­
dimensional space the condition 

IX-A'I",-k 

corresponds to 

Chac6n. Levi. and Moshinsky 
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IK - K' I'" - 2k, 

where K,K' are IR of the 0(3) group indicated in (2,7). 
This condition is automatically satisfied in the approach 
followed by Quesne and Moshinskyfi because of the se­
lection rule for the angular part of the matrix elements. 
Furthermore, the same rule indicates that - K + K' - 2k 
is an Cl'cn integer which implies that A - A' - k is an 
integer. Thus the analysis we have carried out in this 
section, involving the Wigner coefficients in which one 
of the representations is indecomposable, reduces, 
when (3.41) is satisfied, to the analysis of Quesne and 
Moshinskyfi which involves a corresponding represen­
tation that is both irreducible and finite dimensionaL 

4. TWO-BODY MATRIX ELEMENTS 

Once the R~(r) are understood as EIR of Sp(2), we 
can certainly construct from products of two states of 
this type associated with coordinates rIO r2 a new state 
that corresponds again to a EIR of Sp(2), i, e. , 

<l>?-'2A(rIO r 2) == E (A1A2fJ.dJ. 2 1 A,H)ncR~ll (rl)R~~(r2)' (4.1) 
iJ.

1
J..L 2 

where ( I >nc is a Wigner coefficient of the noncompact 
group Sp(2), but now all the IR appearing in it are 
infinite dimensional. We note that M == fJ. 1 + fJ.2 and thus 
the minimum value of M is Al + A2 • Furthermore, we 
continue to characterize the indices in such a way that 
iVI = i\. gives the state of lowest weighL Thus A is 
restricted by 

(4.2) 

The generators of the Sp(2) algebra in the Heisenberg 
picture for the two particle problem will be the sum of 
the Tl of (2.3) associated with particles 1 and 2. USing 
variables in 2m-dimensional space defined as 

R == (ru r 2), P == (Pu P2) 

they become 

Tl==i(P2_R2), T2==~(R·P+P.R), 

T,== i(P' + R2) == ~H. 

(4.3) 

(4.4) 

The volume element in 2m-dimensional configuration 
space is 

R2m-l dR sin m-l a cos m-l ada dn
1 
dn2, 

where 

r 1 ==Rcosa, r 2 ==Rsina, 

and d5~u dn2 are the elements of the solid angle 
associated with particle s 1 and 2. 

(4.5) 

(4.6) 

The operators (4.4) are given in the Heisenberg pic­
ture, We note that their commutation relations and 
equations of motion continue to be given by (2.4) and 
(2.23) respectively. Thus using (2.24) we can express 
the Schrodinger operators in terms of the Heisenberg 
ones. Again, as in Sec. 2, these operators are applied 
to the time dependent Schrodinger states and we can 
make the replacements 

~(P2+R2)-i:t' (4.7) 

Thus we arrive finally at the Schrodinger operators 
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i 0 
~==22t' 

~==~exp('f2it) (i :t _R2±R a~ ±m) , 

where from (4.6) we have 

a iJ 0 I .2.2 
R iJR == r 1 or

1 
+ r 2 i3r

2
' R2 == 'f). + 'Yi!. 

The operators ~, ~ can now be applied to the 
two-particle radial Schrodinger wavefunction 

,y;l2A( ru r 2 , t) == <l>~t2A(rl> r 2 ) exp(- i2Mt), 

(4.8a) 

(4.9) 

and give, from the very definition of Wigner coeffi­
cient,lO expressions similar to (2.29), i.e., 

Tj,y~'2A == M,y~ '2" , 
YO,y'l'2A _ [(M ± A)(M 'f A ± 1)]1 /2,y'l'2 A 

± m - M±l ~ 

(4.11a) 

(4.11b) 

The Casimir operator for the two-particle case in the 
Schrodinger picture is obtained from (2.30) if we re­
place r by Rand m by 2m. Thus the dependence of the 
volume elements on R, t must be of the form 

R2m- 3 dR dt 

if we want yo2, ~ to be Hermitian. We still have to 
determine the dependence of the volume element on 
the a defined in (4.6). For this we note that another 
relevant operator is the Casimir one for the 0 (2m) 
group, as two particles in an m-dimensional oscillator 
are equivalent to one particle in a 2m-dimensional 
oscillator. From (2.6) and (4.6) we see that 

L 2 == - (rl • P 1 + r 2· P2)2 + i(m - 2)(r l' P 1 + r 2· P 2) 

+ (rf + rp(pi + p~) 

o C 0 
==R oR R aR + (m - 2)R iJR 

+R2 ( _1 _ _ o_rm-1 ~ + Ii __ 1 _ _ o_rm-1 _0_ + n) 
- r;,"-l or1 1 or1 rr rr 1 or2 2 or

2 
:rr 

== _ 1 Jl... sinm-1a cosm-1a Jl... 
sinm-1a cosm-1a oa oa 

(4.13) 

where L i, L ~ are respectively the Casimir operators 
associated with the 0 (m) groups of particles 1,2. 
From (4.13) the operator L 2 will be Hermitian only if 
the volume element contains the factor 
sin m-1 a cos m-1 a eta, and thus finally for the two-particle 
problem we arrive at the volume element 

We have now Schrodinger two-particle radial states 
'lt~l'2A(ru r 2 , t) which are EIR of Sp(2), as well as the 
volume element (4.14) with respect to which we can 
define scalar products. If we wish to calculate two-
body matrix elements using the Wigner-Eckart 
theorem, we would have to introduce irreducible ten­
sors in a way similar to the one in which indecomposable 
ones were discussed in the previous section. One of 
the more interesting examples concerns radial matrix 
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elements associated with the Coulomb interaction 
Ir1 - r 2 1-1

• The expansion of this in spherical harmonics 
gives radial parts of the form r/I rr1 where r{ is the 
smaller and r) is the larger of ru r 2 • This expression 
suggests that, following the lead of Crubellier, 2 we 
introduce functions of ru r 2 , t of the type 

spa/2( )_[(q-aI 2)!(a-1)! J1 /
2 2 r:; -i2qt 

q r" r2 , t - (a/2 + q _ 1)! R ~+a e , 

where a, s, are nonnegative integers and 

q = al2 , al2 + 1, al2 + 2, .. 0 , 

Using (4.8) we can immediately check that 

l~, sp;IZ]= q sp
q
a/ 2 

[r,:, sP: 1 2 J= l(q ± aI2)(q± al2 ± 1)]112 s P:±~ 2 • 

(4,15) 

(4.16) 

(4, 17a) 

(4, 17b) 

Thus independently of the value of S we have an irreduc­
ble tensor of Sp(2) characterized by the IR a12. We note 
from (4,16) that the representation is infinite 
dimensional. 

The matrix elements of interest to us come from the 
following integral 

J oc J oc J 2, ['I.~'~' A' ( )] * spa 1 2 ( ) 
'Jt"J,2 ru r 2 , t q rl> r 2 , t 

o 0 0 

X \jJ,~1~2A( ru r
2

, t)R-2 r,;,-1 r ;,-1 dr1 dr
2 

dt 

(4.18) 

Again (I )nc are the Wigner coefficients for the noncom­
pact group Sp(2), or equivalently SU(l, 1),6,10 discussed 
in Appendix A. The last term in the equation is the 
reduced matrix element which can be calculated from 
the radial integral M' = A', M = 1\. The detailed evalua­
tion of the latter is given in Appendix B. 

The procedure followed for the evaluation of the two 
body radial matrix elements in this section exactly 
parallels the application of the Wigner-Eckart theorem 
in the two-body angular matrix element (1. 1b), 

We note that from the orthonormality properties of 
the Wigner coefficients we can write 

foc [~R~\*(rl)H~22 *(rz) ~a R~\ (r1) 
o Jo > 

= ~ ~(A~A~/-L~/-L~IA'M')nc\AIA2/-L1f121/L"v1)nc 
A' .11' AM 

xf foc [ ~,A2A' ( - )]* r:; AIA2A( ) mol mol d i <i>M' r11 2 r::+a<i>,u r l r2 r l r 2 r1Cr2 

00 ) (4019) 

Thus the two-body matrix elements of (r:;/ ~+a) with 
respect to m-dimensional radial harmonic oscillator 
states can be obtained by purely group theoretical 
methods in terms of the reduced matrix element in 
(4,18). 
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In the next two sections we particularize the present 
analysis to the ordinary harmonic oscillator, i. e. , 
m = 3, and to the Coulomb problem which we show, at 
least in what we have called the pseudo-Coulomb 
form,8 to be entirely equivalent to the radial oscillator 
with m =4 .. 

5. MATRIX ELEMENTS FOR THREE-DIMENSIONAL 
OSCILLATOR STATES 

In this section we note only that for m = 3, K is the 
angular momentum 1 of the particle. Thus 

v=z+t, A=t(Z+i), tJ.=n+t(z+i)· (5.1) 

For the Coulomb interaction with respect to oscillator 
states the radial part takes the form r:;/ ~+l. Thus in 
formula (4018), when m =3, we are interested in the 
case a= I, 

The Wigner coefficients that appear in the previous 
sections have to be particularized to the above values 
of the parameters, 

6. RADIAL MATRIX ELEMENTS FOR THE THREE­
DIMENSIONAL COULOMB PROBLEM 

Let us denote by r', p' the coordinates and momenta 
in three-dimensional space and in atomic units 
(e=n=m=I). The Schrodinger equation for the 
Hamiltonian of the Coulomb problem becomes then 

(tp'2_1/r')q=_(1/2N 2 )1/', N=I,2,···. (6.1a) 

We denote by N the total quantum number to distinguish 
it from the radial quantum number n that appears in 
Sec, 2 for the oscillator. For the Coulomb problem the 
total and radial quantum numbers are related by 

N=n+l+l, (6.1b) 

where 1 is the angular momentum. 

Introducing a dilatation canonical transformation for 
each energy level 

p=(r'IN), 7T=Np', 

we obtain the equation 

H 4' '= ~p(7T2 + 1)1{ =N4'0 

(6,2) 

(6,3) 

The H in (603) is the well-known Hamiltonian for what, 
in ReL 8, we called the "pseudo-Coulomb" problem, 
We denote the radial eigenstates of H by!\ ,~(p) and they 
satisfy the equation 

~ [_..;.~ 2~+l(Z+1) +IJ(~I( )=N/~l(). (604) 
2P p-apPcp p2 NP NP 

Introducing the change of variable 

P= tr", 
we obtain then the following equation, 

1 [ 1 (l r a 2l(21 +2) ;2.J!\ I Ur") 2' -:yeilr ar+ J.2 +1 NZ 

=2N!\ 1(tr"). 
Turning now to Eqo (2,21a), Le., 

2 T3R~(r) =2/-LH~(r), 

Chacon, Levi, and Moshinsky 
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(6.7) 
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where T3 is given by (2. lOa) in which L 2 is replaced by 
its eigenvalue (2. 7), we immediately see that 

I< ~(~y2) =R~(r) 
when In = 4 and K = 2l which implies 

A=l+1. 

(6.8) 

(6.9) 

Besides comparing the eigenvalues in (6.6) and (6.7) 
we have 

/-L=N=n+l+l=n+A. (6.10) 

The radial pseudo-Coulomb wavefunctions in three­
dimensional space are thus related with the radial har­
monic oscillator states in four-dimensional space. This 
indicates that all matrix elements involving the pseudo­
Coulomb states I< 1(p) can be converted into oscillator 
matrix elements. We note further that for H to be 
Hermitian the volume element must be pdp. Therefore, 
in the one-body case, we are interested in matrix ele­
ments of the form 

J 00 R1;,(p)p-kl< ;v(p)p dp 
o 

=2 k
-

1 J
o

oo 

RJ.:: 1(r)r- 2kR1+ 1(r)rdr, (6.11) 

where, to keep up with the notation used in Sec. 3, k 

takes the nonpositive integer values k=0,-1,-2,-3,···. 
Looking into (3.2), (3.23) we immediately can determine 
this integral in terms of Wigner coefficients of SU(l, 1) 
associated with the indecomposable representation k 

andwherewetakem=4, A=l+l, /-L=N, ",,'=1'+1, 
and /-L'=N'. 

Going now to the two-body case, we are interested 
in particular in the radial matrix elements associated 
with a Coulomb interaction, Le" in the integral 

f 00 [001< M (p)1< ~(P2) ~~11< ~1 (P1) 
o io - p> 1 

Looking into (4019), we immediately see that we can 
express (6012) in terms of the Wigner coefficients and 
reduced matrix elements of (4.18), if we make the 
replacements 

and similarly for the primed oneso The required Wigner 
coefficients are of the type 

(ll + 1, 12 + 1, NlO N21 AiVl)nc 

(AIMq/ N!vl')nc' 

APPENDIX A 

(6. 14a) 

(6. 14b) 

where all the symbols are nonnegative integers. Thus 
the coefficients contain only true representations10

,l1 

and as was shown in a recent paper by the present 
authors19 they can be expressed in terms of ordinary 
Wigner coefficients of SU(2) by the relation19 

(11 +1,12 +1, N1, N2IAM)nc 

_( l)N -I +1 /M+11 -l2 -1 M+12 -11-1 
- - 2 2 \ 2 ' ---2--- , 

x N1 - N2 + 11 + 12 + 1 N2 - N1 -+- 11 + l2 + 1 \A _ 1 1 + I + 1) 
2 ' 2 '1 2 , 

(6.15) 

and Similarly for (6. 14b). 

We have determined the one- and two-body radial 
matrix elements for the pseudo-Coulomb problem for 
p-k, pV p;+l respectively. We note though from (602) 
that they will give us the corresponding Coulomb 
matrix elements only in the case when all the radial 
eigenfunctions belong to the same energy, L e., the 
same N. 

7. CONCLUSIONS 

We have derived from a unified point of view one-
and two-body radial matrix elements using the Wigner­
Eckart theorem for the Sp(2) lor equivalently the 
SU(I, 1)] group. It proved fundamental for our objective 
to obtain realizations of the Lie algebra of Sp(2) in the 
Schrodinger rather than the Heisenberg picture, 

The final results for the radial matrix elements 
are certainly not simpler than those that can be derived 
by other procedures, but the explicit group theoretical 
structure of the problem leads to Wigner coefficients of 
SU(I, 1), 10,11 and thus to all the selection rules eon­
tained implicitly in them. In fact for the two-body 
pseudo-Coulomb radial matrix element of p~/ pV 1

, the 
Wigner coefficients19 can be reduced to those of SU(2) 
by expressions such as (6.15)0 Then all the extensive 
results for selection and symmetry rules for the 
latter coefficients can be applied to the corresponding 
matrix elements. 

The technique used suggests the possibility of de­
riving through the SchrOdinger picture, realizations 
of Lie algebras appropriate to the discussion of prop­
erties of other special functions 7 and of the matrix 
elements that can be defined with respect to them. 
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In this Appendix we summarize some results on the Wigner coefficients of SU(l, 1), discussed by Biedenharn 
and Holman, 10,11 that are relevant to the analysis of the two-body radial matrix elements discussed in the present 
paper. 
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The starting point in Ref. 10 is the set of states I Ai-L), A'" 0, i-L = A, A + 1, ..• , which constitutes an infinite dimen­
sional and unitary BIR of SU(l, 1). Thus the generators T 3 , T. of this group acting on the ket give '0,ll 

T3 !Ai-L)=i-L!AiJ.), T.IAiJ.)=[(iJ.±A)(iJ.'fA±1)]'/2IAi-L±1). (A1) 

The Wigner coefficients provide us, then, with the set of states I AM) that are again BIR of SU(l, 1), formed from 
the direct product of IA,iJ.,), IA2iJ.2)' i. eo, 

IAM)= 6 (A,A2iJ.,i-L2IAM)ncIA1i-L')IA2il2)' (A2) 

The generators of SU(l, 1) for the direct product are the sums of the generators for systems 1 and 2, i. e. , 

T. = T~l) + T~2), T3 = T~l) + T~2). (A3) 

Applying them to (A2) we get recurrence relations for the Wigner coefficients entirely similar to those obtained 
by Racah'7 for SU(2). These recursion relations were solved in Refs. 10 and 11, and with the phase convention given 
there, one obtains 

(11. , 11.2 iJ. 1iJ. 2 I AM)nc = (- 1 )1.,+1.2- A (2A - 1)' /2[r(iJ.2 + Al - A + 1)r(i-L 2 + A + 11., )]-' 

with 

x [ r(A + 11., + 11.2 - l)r(A, + A - A2)r(M - A + l)r(M + A)r(i-L~ - 11.2 + 1)r(iJ.2 + 11.2) ]'/2 
r(A2 + A - A,)r(l + A - 11., - A2)r(iJ.1 - 11., + l)r (iJ., + 11., ) 

F [i-L 2+ A2 ' A, -iJ." i-L2-A2+1'lJ 
X 32 i-L2-A+A,+1, il2+A+A,' , 

iJ. , =A
"

A, +1,"', il2=A2,A2+1,"', ]VI=A,A+1,.·., 

11., ,,,0, 11.2",°, A=A, +11.2,11. , +11.2+1,"" 

(A4) 

(A5a) 

(A5b) 

Le., three unitary infinite discrete representations of SU(l, 1). We note only that, for comparison of (A4) with 
formula (2.11) of Ref. 11, we require the identification of (_1)A1 ·1.2- A with the phase factor <P. given in (2.10) of the 
same reference. This can be achieved trivially '."hen we notice from (A5) that A - 11., - 11.2 is a nonnegative integer. 

The Wigner coefficients (A4) encompass both the one given by the same notation in the present paper as well as 
(A(a/2) Mql A'M')nc' 

APPENDIX B 

In this appendix we calculate the reduced matrix elements of the two-body m-dimensional harmonic oscillator 
radial functions, which, from (4.18) are 

(11.'11.' A' liS pa/211A A A) =[(A (a/2)Aq I A' A''> ]-16 [(q - a/2)! (a - 1)! J'/2 
12 12 'nc A'-A,q (a!2+q-l)! 

X21T 6 6 {(A~A~iJ.~iJ.~ I A' A/)nc(A, A2i-L l iJ.21 AA)ncI}, 
~lJL2JLij.L2 

where 

(El) 

I =1 ~ (~ R~~ (r,)R:2, (r2 ) .~a R:' (r, )R:2 (r2 )rf'-l r ;,-1 dr, dr2 = r r~ <1, (r,)fV~ (r2) .;;'a f:',(r,)f:22(r2) dr, dr2 • (B2) 
o Jo 1 2 .,) 1 2 10 } 0 1 "2 ') 

The SU(l, 1) Wigner coefficients which appear in formula (B1) do not contain a summation and, choosing the nor­
malization and phase as Biedenharn and Holman'° have, are given by the following formula: 

(11. , A2illil21 AA)nc = (- 1 )", .A2-A[2A _ 1]1/2 

[
r(A - 11., +A2)r(A - 11. , - 11.2 +l)r(A +11. , - A2)r(A, +11.2 + A-1)J 1/2 (B3) 

x r(iJ.2 + A2)r(il1 + A,}r(i-L2 - 11.2 + 1) r(iJ. , - 11., + 1)r(2A) • 

Following Moshinsky21 we can write 

f "'( ),FV( )=2y2)'B(n
l
,v

l
-t,n,v-t,p) r Pe-y2 , (B4) 

n' r J n r ~ r(p+i) 

where for the case of m and v + v' odd, the coefficients B are those tabulated by Brody and Moshinsky. 22 It is 
immediate to extend the program to the calculation of the other cases of interest. Consequently we have 

J = f J ~ riP, '2~P2'2 :(.. exp[- (11 + ~)] dr, dr2, 

o 0 

To carry out the last integration we turn to polar coordinates so that we can write J as follows: 
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J == r~ dR R2Pl+2P-z+5-a e-R2 rr /4 [(cosa)2Pl+2(sina)2P-z+2 + (sina)2P1+2(cosa)2P2+2] (tga)S da == r(PI + P2 + 3 - a/2) K. 
~ ~ ~~ 2 

o 

{B7) 

As a consequence of the Kronecker delta which appears in (B1), the sum PI + P2 is always half-integer if a is odd, 
and integer if a is even. Thus, doing the transformation x == tga we can write the angular part of the integral in the 
following way: 

1
1 xml +Xm2 / 

K== (l+X2)n dx, m l ==2Pl+S+2, m2==2P2+ S + 2, n==PI+P2+ 3 - a2 • (BS) 

o 

Using the formula 2.147.2 and, depending if m l and m2 are even or odd, formula 2.14S. 4 or 2.124.2 of Ref. 9 we 
can obtain the final result for K. 

Writing 

J(Z(m) == 101 
xm dx/ (1 + x2)n, (B9) 

where the index ± denotes the parity of m, + if m is even, - if m is odd, we obtain the following result: 

• _ 1 "t2 r«m + 1)j2)r(n - (m + 1)/2) r«m + 1)/2)r(n - (m + 1)/2) ~ r(n - k) 
K (m) - - 2" bl r(k + 1)r(n - k + 1) + 2fi k.l 2n-kr(n)r(n - k + 1) 

r«m + 1)/2)r(n - (m + 1)/2) 
+ 4r(n) , 

1 (m-~ /2 r«m + 1)j2)r(n _ (m + 1)/2) 
K"(m)=-2" t: r(k+1)r(n-k) 

r«m + 1)/2)r(n - (m + 1)/2) r«m + 1)/2)r(n - (m + 1)/2) 
2"r(n) + 2r(n) • 

(B10) 

So for a even, PI integer, s even, or PI half-integer, s odd, we have 

K == W(2P2 + s + 2) + W(2Pl + s + 2). (B11) 

For the other cases corresponding to a even, the value of K can be obtained changing K+ into K" in (B11). 

For a odd, PI integer, s even, or PI half-integer, s odd, we have 

K==K"(2P2 +s +2) +K+(2PI +s +2), (BI2) 

and for the other cases the value of K is given by interchanging PI and Pa in (BI2). 
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ERRATA 

Erratum: Proof of the charge superselection rule in local 
relativistic quantum field theory 

[J. Math. Phys. 15, 2198 (1974)] 
F. Strocchi 

INFN. Sezione di Pisa, Scuola Normale Superiore, Pisa, Italy 

A. S. Wightman 

Joseph Henry Laboratory of Physics, Princeton University, Princeton, New Jersey 08540 
(Received 7 July 1976) 

In Eq. (1. 8), the round brackets, ( , ), should be 
angular brackets, (, ). 

At the end of Definition 2.3, add: In the following, we 
still say there is a special gauge transformation lead­
ing from All' to A21' even if the vacuum in H 2 is not a 
cyclic vector for A 2 1" 

At the end of Proposition 2.1, the phrase "satisfies 
(2.50)" should stand clear of hypothesis (iii). 

On p. 2206, first column, line 14, replace B(f)" by 
B(j). 

On pp. 2207, 2209, and 2210, Laudau should be 
Landau, in six places. 

In Eq. (2.111), C;(-x) should be oCr-x). 

On p. 2209, first column, third line from the bottom 
(line 3-), (2.44) should read (2.46), second column, 
line 8-, (2.117) should read (2.118). 

On p. 2210 in Eq. (2.130), the minus sign should be 
plus. 

On p. 2214, second column, line 5-, (2.168) should 
be (2.175). 

On p. 2215, all scriptA should be Gothic ~; same 
page, fir st column, line 14 -, ~ (Q ) should be tJ (Q); 
second column, line 5 (0) should be tJ (0)0 

Onp. 2217, second column, line 14, AI'+0I'X should 
be AI' - iJ I'X; line 23, 2I'AI'(f)A(g) should be 
iJI'AI'(+)(j)A0;); Eq. (2.188) should read 

(B>1')(n) = bV1 (k ) ••• bVn (k )>1'(n) (k· •• k ) 
1J.1 •• ·lJ.n #J. 1 1 jJ..n n 1Il.o.vn 1 n , 

where Ill'b~(k)=kvb(k), kVb~(k)=kl'a(k) with a, be=: 5 (lR4), 

On p. 2218, first column, line 8, l<l>)' should be 
l<l»; second column, line 20-, T(>1'l' >1'2) should be 
T(>1', >1'). -

On p. 2219, first column, line 2, (</!l>X2) should be 
(>1'1' X). 

On p. 2220, first column, line 25, "in one gauge··· 
another." should read "in every gauge· .. "; second 
column, line 3-, C "fl'v should read al'f"v' 

On p. 2221, first column, add after (4.3): lthe 
currents Jv(x) themselves being charged fields). 

On p. 2222, first column, in (4.10) and (4.12), F 
should be C;. 
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On p. 2223, second column, line 22, e = 21T should 
be e =1T/2. 

On pp. 2210-11, the discussion of the <1>0 K space 
realization of the Landau gauge in (2.132)-(2.153) is 
not satisfactory for two reasons. First, because the 
matrix 7) given in (2.153) has eigenvalues greater than 
one. As a consequence, the form (, ) is not bounded 
with respect to ( , ). This difficulty is easily overcome 
by inserting a suitable constant N on the right-hand side 
of (2.132), N being larger than all the eigenvalues of 
the matrix 7). Second, as pointed out to us by Professor 
G. Rideau, the transversality property (2.146) is not 
satisfied as an operator identity in the Hilbert space H. 
[The somewhat confused argument after (2.146) reflects 
an earlier version of the paper in which a Landau gauge 
was defined as one for which the two-point function of 
the vector potential has zero divergence. That is also 
a legitimate definition, but it is not the one we have 
finally adopted.] A correct <Po K space realization has 
been given by Rideau in Letters in Mathematical Physics 
1, 17 (1975). [See also L. Bracci and F. Strocchi, 
J. Math. Phys. 16, 2522 (1975), Sec, 4.) Here is 
another, for the special case M = 0, which has some 
virtues of simplicity. 

For any test function 11'0 define 
A A 

F I' (k) = 0;l'vk2 - kl'kv)r(Jl) 

and the eight-component wavefunction 

1 

k~2F I'(k) \ 
>1'j(k) = . 

k- j _0_ F (k) 
o ako I' 

The Hilbert space scalar product, (.,.), and the invari­
ant sesquilinear form, (.,.), are then defined as 

(>1'f, >1'g)=N f dOo(k) E >1'f,,(k)>1'g,,(k), 

(>1',,>1'g) = f dOo(k) ,,~=/f,,(k)7)"8>1'g8(k), 
where 7) is the 8 x 8 matrix 

_1 fil'v+ 3fil'ofivo -fiI'OfiVO\ 

7) - 8 . 
- fi""gvo fi"v 

Because the largest eigenvalue of this 7) is (5 + '113)/2, 
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N should be chosen so that N> (5 + Yl3)/2. The vector 
potential is defined as in (2.140) with the n; (O)! of 
(2.143) replaced by 

The discussion then runs parallel to that given in the 
paper. 

Regrettably, neither in this realization nor in 
Rideau's is it obvious the operator 11 has an inverse 
with the properties which would enable one to carry 
out the argument (2.154)-(2.158). However, c4 ==0 is 
implied by the following altered version. The extended 
scalar product is defined as in (2.154) [with the correc­
tion: there should be a bar over the flo)'s). The new'f/ 
is the old with one new row and column consisting of 
zeros except for the diagonal element sgnc4 g"v' The 
definition (2.155) is replaced by the definition of the 
four functionals 

F,,(~o)==O, F,,(A(j)~o)==~f:(O), 

F,,(:A(fl)···A(fn):l.lto)=O, n>1. 

Because the F" are clearly bounded with respect to 
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(, )(1), there exist four vectors <1>" such that 

F ,,(A(j)l.lto)=: (4),,,A(j)l.lto)==~AO). 

By the definition of 

(4) 10' A (j)l.lto> = (<1> '" 17A(j)'lto) =: sgnc4!TC;T/" (0). 

Thus, the contribution cJ(O)i"'(O) in the two-point func­
tion comes from the <1>,,'s: 

(ifto,A(/JA(g)l.lto>- (2.130) 

=L ('lt~, A(f).p 10)(4) 1'0' A (g)ifto) 
" . 

== c.f:(O)g"(O). 

Clearly, 

(4),,, U(a)A(j)ifto)=sgnc
4 

nc:;T(e,p'afl,,(O) 

i. e., 

(n(U(a)4>" - 4>,,),A(fil.lto) ==0 

so since the A (j)'lt a span H (1), and the metric is 
nondegenerate, 

U(a)4> v. =4>1'0' 

This is impossibte if the vacuum is the unique invariant 
vector. 
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